Quasiparticle excitations in the photoemission spectrum of CuO from first principles: A GW study
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We present ab initio quasiparticle calculations for electronic excitations and the fundamental band gap of the strongly correlated transition-metal oxide CuO using the GW approximation of many-body perturbation theory. Problems related to the suitability of the method for strongly correlated materials and issues of self-consistency are addressed. We explain why quasiparticle self-consistent GW strongly overestimates the band gap of CuO. Apart from the band gap, electron addition and removal spectra in the quasiparticle approximation including lifetime and matrix-element effects are found to be in excellent agreement with the quasiparticle excitations in direct and inverse photoemission data.
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I. INTRODUCTION

Cupric oxide (CuO), also known as tenorite, features a vast range of applications: it has been used as a pigment in glass and ceramics [1] for thousands of years and is nowadays discussed as a potential absorber material in photovoltaic devices [2] due to its room-temperature band gap of $\sim$1.4 eV [3,4]. Furthermore, CuO constitutes the building block and parent compound of the cuprate high-temperature superconductors [5]. It is assumed [6] that superconductivity in the cuprates is due to electron-correlation effects in the CuO$_2$ layers where the Cu ions exhibit the same square-planar coordination with O as it occurs in CuO. Recently, the possibility of high-temperature multiferroicity in CuO has been brought up [7]. All these applications are closely linked to specific properties of the electronic structure. However, surprisingly little is known about the electronic excitations in CuO from a theoretical point of view. This might be due to the fact that the band gap and all electronic excitations in its vicinity are governed by an intricate interplay between itinerant O 2p and localized Cu 3d electrons which renders the theoretical description notoriously difficult.

CuO crystallizes in a monoclinic face-centered structure (space group: C2/c) with four atoms per unit cell [8]. The near degeneracy of several competing equilibrium states in this material is illustrated by the existence of two antiferromagnetic orderings with different Néel temperatures $T_N$ [9,10]. Below $T_N^{(1)} = 213$ K, CuO exhibits the magnetic ordering that is shown in Fig. 1(a) with local magnetic moments in the range of $0.65 \ldots 0.69 \mu_B$ at the Cu atoms [9,10]. In this magnetic structure, each O atom is surrounded by a slightly distorted tetrahedron of four Cu atoms. Three of the surrounding Cu atoms have parallel local magnetic moments, whereas the local moment of the fourth Cu atom points in the opposite direction [9]. Between 213 K and $T_N^{(2)} = 231$ K, the magnetic ordering exhibits a helical structure [10], before the system finally becomes paramagnetic at higher temperatures.

First-principles calculations of the electronic ground state using the non-spin-polarized local-density approximation (LDA) of density-functional theory (DFT) predict CuO to be metallic [11], whereas the experimental direct band gap extrapolated to zero temperature amounts to 1.67 eV [12]. Also spin-polarized LDA calculations do not yield a nonvanishing band gap [13]. Attempts have been made to correct one of the major deficiencies of the LDA, the self-interaction, by removing the corresponding term from the energy functional [13–15]. Even though an insulating ground state can be obtained in this way, the resulting densities of states (DOS) are in qualitative and quantitative contradiction to photoemission data [4,16], since the binding energy of the Cu 3d states is seriously overestimated.

Many-body perturbation theory is the method of choice to calculate electron addition and removal spectra from first principles. The GW approximation [17,18] to the electronic self-energy has been proven to be successful in the prediction of quasiparticle (QP) band gaps and DOS for semiconductors and other so-called weakly correlated systems [19]. Its applicability to strongly correlated systems, such as transition-metal oxides with open d shells, was contested until a few years ago. However, various groups [20–24] have shown that this “failure” of the GW approximation for the magnetically ordered phase of transition-metal oxides is in many cases due to solving the GW QP equation in first-order perturbation theory on top of an LDA Kohn-Sham electronic structure. This perturbational approach is applicable to systems with rather delocalized electrons where LDA and QP wave functions can be assumed to be similar [25]. Whenever the spatial distribution of strongly localized orbitals governs the electronic structure—e.g., in transition-metal oxides—nonlocal screened exchange becomes essential and affects also the one-particle wave functions. It can be accounted for by hybrid functionals [26], local exchange-correlation functionals with an additional nonlocal d-d on-site interaction $U$ [27,28], or static approximations to the GW self-energy (COHSEX) [17] which may serve as advanced starting points [21–24] for a perturbative solution of the QP equation. Alternatively, the QP equation may be solved self-consistently [20].

Wu et al. [29] and Heinemann et al. [30] employed hybrid functionals and DFT+U to calculate Kohn-Sham band structures and DOS for CuO. However, these works investigate magnetic orderings different from the magnetic ground state. Rocquefelte et al. [31] used a PBE0-derived hybrid functional adjusting the admixture of Fock exchange to recover the experimental values for the local magnetic moments and the band gap. Lany [32] proposed to use an empirical attractive potential for both occupied and unoccupied d states to obtain a GW band gap in agreement with experiment.
FIG. 1. (Color online) Magnetic ordering and local magnetic moments in CuO. The magnetic unit cell illustrating the ground-state magnetic ordering is displayed in (a). Big white and blue balls represent Cu atoms of opposite spin directions. Small red balls depict O atoms. The approximately square-planar coordination of the Cu atoms (left panel) and the tetrahedral coordination of the O atoms (right panel) are highlighted. The figures have been produced with VESTA [33]. The local magnetic moments $\mu$ that occur both at the Cu and O atoms are shown in dependence on the fraction of screened exchange $\alpha$ in the hybrid functional (b) or as a function of the on-site interaction $U$ in the PBE+$U$ approach (c). Experimental values [9] including their error bars are displayed as shaded areas.

Here, we aim to understand the QP excitations in the electron addition and removal spectrum of CuO from first principles. We calculate the band gap and the QP DOS within the $GW$ approximation. The performance of various (partially) self-consistent $GW$ iteration schemes is critically evaluated for this strongly correlated oxide. We find the band gap to be extremely sensitive to the chosen level of approximation. In particular, the dielectric screening employed in the respective $GW$ iteration scheme has a strong impact on the QP gap. The most sophisticated self-consistent solution of the QP equation leads to a huge band-gap overestimation in the case of CuO. Hence, the momentum- and frequency-dependent dielectric function emerges to be a key quantity for describing and understanding the electron addition and removal properties of CuO. Furthermore, we calculate the QP DOS including lifetime and matrix-element effects and compare to direct and inverse photoemission data.

The paper is organized as follows. In Sec. II, the computational details and convergence parameters are summarized. The ground-state properties of CuO and electronic excitations in a DFT framework are briefly discussed in Sec. III. Section IV focuses on a detailed comparison of established $GW$ self-consistency schemes. The band-gap problem and the influence of the electronic screening in the $GW$ self-consistency cycle are addressed. In Sec. V, the resulting QP spectra are compared to experimental photoemission data. Finally, a summary is given and conclusions are drawn in Sec. VI.

II. COMPUTATIONAL DETAILS

Since structural and electronic degrees of freedom are closely entangled in CuO, experimental lattice parameters [8] are used throughout all calculations to avoid spurious effects that may result from deviations between experimental and calculated crystal structures. The experimentally observed antiferromagnetic ordering [9] is described within an eight-formula-unit cell whose lattice vectors are related by $a' = a + c$, $b' = b$, and $c' = -a + c$ to the lattice vectors of the conventional face-centered monoclinic chemical unit cell of CuO (see Fig. 1(a)).

DFT and $GW$ calculations are performed using VASP [34–37] with the projector-augmented wave method and a plane-wave cutoff of 450 eV. The Cu 4$s$, Cu 3$d$, O 2$s$, and O 2$p$ electrons are considered as valence states. The Brillouin zone (BZ) is sampled with $3 \times 6 \times 3 \Gamma$-centered $k$ points. In the hybrid-functional calculations, the HSE06 functional [26,38] with an inverse screening length $\mu = 0.2 \AA^{-1}$ and a fraction $\alpha = 1/4$ of short-range Fock exchange is used unless otherwise stated. For the DFT+$U$ calculations, we apply the rotationally invariant scheme [28] on top of the PBE exchange-correlation functional [39]. The choice of the value of $U$ is discussed below. The dielectric screening has been calculated for several functionals using VASP and DP [40].

The HSE06 and PBE+$U$ electronic structures serve as starting points for QP calculations in various well-established $GW$ schemes [20,25,37,41]. In all $GW$ calculations, the screening is evaluated at 200 frequency points taking into account plane waves up to a cutoff of 200 eV. Both in the computation of the correlation self-energy and the electronic screening, 384 bands [corresponding to energies up to $\sim 80$ eV above the valence-band maximum (VBM)] are included. To reduce the computational workload and render self-consistent calculations feasible, the BZ sampling is reduced to a mesh of $2 \times 3 \times 2 k$ points in the self-consistent $GW$ calculations which does not have a significant impact on the band gap or the DOS.

Recently, concerns have been raised about the notoriously slow convergence of $GW$ band gaps with the number of empty bands in the self-energy and the plane-wave cutoff in the screening function, especially when the orbital characters of the lowest conduction band and the highest valence band are distinct, e.g., $s$ and $p$ states [43–45]. Even though in CuO the influence should be minor, since both VBM and conduction-band minimum (CBM) feature mixed $pd$ character, the robustness of our results has been tested in this respect. We performed perturbative $G_0W_0$ calculations with norm-conserving PAW pseudopotentials [46] including only the $\Gamma$ point but up to 6144 bands ($\sim 640$ eV above the VBM) and plane waves up to a cutoff of 500 eV in the screening matrix. The results indicate that the $GW$ band gaps of CuO are converged for the set of parameters specified earlier. Indeed, we observe that both the VBM and CBM shift slowly to lower energies when the numbers of bands is increased for a fixed high cutoff in the screening matrix. Including more plane waves allows for a more accurate description of the localized states as well as their overlap with plane-wave-like high-lying conduction states in the screening matrix. The improved description of the correlation self-energy leads to a lowering in energy of the $d$-like states in the valence and low conduction
bands [43,46]. However, in CuO, the difference between the CBM and the VBM, i.e., the band gap, converges much faster thanks to error cancellations that are due to the identical orbital character (see Sec. III A) of the gap-forming states.

III. GROUND STATE AND ELECTRONIC EXCITATIONS WITHIN DFT

Before discussing the excitation spectra, we briefly characterize the ground-state properties of CuO to illustrate the mechanisms that lead to an insulating ground state with magnetic moments as found in experiment.

A. Band structures and DOS

In Fig. 2, the DFT Kohn-Sham band structures of CuO calculated with the PBE, HSE06, and PBE+U (with \( U = 4 \) eV) functionals are displayed. As has been shown before [11,29], (semi)local density functionals yield a metallic ground state with a closely entangled band complex of \( \text{O} 2\) and \( \text{Cu} 3d\) states around the Fermi energy [see Fig. 2(a)]. In particular, the highest valence band in the vicinity of the \( A \) point of the BZ is unoccupied, i.e., it exhibits a hole pocket. Contrary to the metallic PBE band structure, the HSE06 and PBE+U band structures feature indirect band gaps of 3.1 and 1.1 eV, respectively (see Table I). It is worthwhile to investigate the mechanism of gap formation in more detail.

TABLE I. Indirect (ind.) and direct (dir.) QP band gaps calculated in various flavors of the \( GW \) approximation starting from HSE06 and PBE+U (\( U = 4 \) eV) electronic structures. Furthermore, the band gaps obtained in the self-consistent COHSEX approximation are given. In all cases, the fundamental gap is indirect. If indirect and direct gap happen to have the same value, this is due to rounding on one decimal place.

<table>
<thead>
<tr>
<th>Gap (eV)</th>
<th>DFT</th>
<th>( G_0 W_0 )</th>
<th>( G_n W_0 )</th>
<th>( G_n W_n )</th>
<th>sc( G_n W_0 )</th>
<th>sc( G_n W_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSE06</td>
<td>ind.</td>
<td>3.1</td>
<td>3.5</td>
<td>3.7</td>
<td>3.8</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>dir.</td>
<td>3.2</td>
<td>3.6</td>
<td>3.8</td>
<td>3.9</td>
<td>3.8</td>
</tr>
<tr>
<td>PBE+U</td>
<td>ind.</td>
<td>1.1</td>
<td>1.7</td>
<td>1.9</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>dir.</td>
<td>1.2</td>
<td>1.8</td>
<td>2.0</td>
<td>2.3</td>
<td>2.2</td>
</tr>
<tr>
<td>COHSEX</td>
<td>ind.</td>
<td></td>
<td></td>
<td></td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>dir.</td>
<td></td>
<td></td>
<td></td>
<td>4.0</td>
<td></td>
</tr>
</tbody>
</table>

The band gap in DFT is given by the Kohn-Sham band gap and the discontinuity of the exchange-correlation potential upon electron addition and removal [47,48]. Generalized Kohn-Sham functionals that include nonlocal exchange account for a good fraction of the discontinuity already in the generalized Kohn-Sham band gap [49]. The failure of LDA and related functionals to open a gap can be partially traced back to the complete absence of the discontinuity in the exchange-correlation potential. Several orbital-dependent functionals have been proposed to improve the eigenvalue band gaps upon (semi)local Kohn-Sham functionals [49–51]: (i) hybrid functionals with a fraction \( \alpha \) of (short-range) exchange, where the inverse of \( \alpha \) can be related to the static electronic dielectric constant; (ii) self-interaction-corrected density functionals; (iii) density functionals with an additional on-site interaction \( U \) which is inspired by the multiband Hubbard model. In principle, \( U \) represents the screened on-site interaction in a solid which can be much smaller than the corresponding atomic value. Even though several schemes for the determination of \( U \) exist [51,52], it is often chosen such that it reproduces the experimental value of a specific property of the electronic structure (e.g., the band gap).

In Fig. 3(a), the evolution of the orbital-resolved DOS with increasing fractions of short-range screened exchange \( \alpha \) in the HSE hybrid exchange-correlation functional is shown. The parameter \( \alpha \) is varied between 0 (PBE) and 0.25 (HSE06). It becomes immediately clear from Fig. 3(a) that the Cu 3d\(_{x^2-y^2} \), 3d\( _{xy} \), 3d\( _{xz} \), and 3d\( _{yz} \) states do not take part in the band-gap formation. These orbitals, which are more or less degenerate in energy and hybridize only weakly with the O 2\( p \) states, are occupied for both spin directions and lie, rather independent of the value of \( \alpha \), in the energy range between 2 and 4 eV below the VBM. The Cu 3d\( _{z^2} \) states, on the other hand, strongly hybridize with the O 2\( p \) states. In the PBE approach, they form one band complex 4 to 8 eV below the VBM and a second one around the Fermi level. Increasing the fraction of Fock exchange leads to an imbalance between the spin-up and spin-down channels which goes along with the formation of a magnetic moment at the Cu atoms (see below). While the d\( _{z^2} \) orbital becomes unoccupied for one spin direction, thus forming the CBM, the d\( _{z^2} \) state in the opposite spin direction contributes, due to its hybridization with the O 2\( p \) states, to the bottom as well as the top valence states. The details of the crystal structure and the size of the band gap are intimately linked via this hybridization.
If, instead of a fraction of short-range Fock exchange, one adds a $d$-$d$ on-site interaction $U$ to the PBE exchange-correlation functional [see Fig. 3(b)], a very similar behavior of the electronic states is observed for small $U \lesssim 4$ eV. Also in this case, the minority-spin $d_{x^2-y^2}$ state becomes unoccupied, while the majority-spin $d_{z^2}$ orbital hybridizes with the O 2p states. If, however, the on-site term is increased further, the occupied $d_{x^2-y^2}$ orbital moves to the bottom valence, whereas the O 2p orbitals form the top-valence states. Since the on-site interaction acts on all 3 $d$ orbitals, also the inert Cu 3$d_{xy}$, 3$d_{yz}$, 3$d_{zx}$, and 3$d_{z^2}$ states shift to lower energies which does not happen if a hybrid functional is employed.

The band gap is sensitive to the details of the antiferromagnetic ordering. Several previous studies [29,30] did not investigate the experimentally observed ground-state magnetic ordering but other antiferromagnetic structures. Consequently, they find band gaps that are significantly lower. For instance, in Ref. [30], an indirect HSE06 band gap of 2.7 eV has been reported. Reproducing the HSE06 calculation with the magnetic ordering used in Ref. [30], we obtain an indirect gap of 2.5 eV significantly lower than the 3.1 eV we find for the ground-state magnetic ordering.

B. Magnetic moments

The calculated magnetic moments at the Cu and O atoms are shown in Figs. 1(b) and 1(c) in comparison to data from neutron-diffraction experiments [9]. The screening parameter $\alpha$ and the on-site interaction $U$ have been varied in these plots to illustrate their influence on the value of the local magnetic moment. Best agreement with experiment is obtained for $\alpha = 0.25$ and $U \sim 7$ eV. However, modelling the complex many-body interaction by tuning a single scalar parameter cannot capture all effects of the electronic self-energy. The optimal choice of the respective parameter depends on the quantity that is calculated. In particular, it may be different for ground-state (lattice constants, magnetic moments) and excited-state properties (band structures, densities of states). For instance, the frequency dependence of the $U$ parameter has been illustrated by mapping the full dynamical screened Coulomb interaction to local orbitals [52]. For reasons explained in Sec. IV B, we will later on choose the electronic structure computed with $U = 4$ eV as one of the starting points for the calculation of excitation properties. Here, we give results for both values $U = 4$ eV and $U = 7$ eV.

A peculiarity of CuO is the occurrence of a local magnetic moment not only at the transition-metal atoms, but also at the O atoms which is a consequence of the interplay between the complex magnetic ordering and the crystal structure: each O atom is embedded in a tetrahedral environment of four Cu atoms whereof one exhibits a magnetic moment pointing in the direction opposite to the magnetic moments of the three other Cu atoms [see Fig. 1(a)], which leads to a magnetic polarization of the electrons in the vicinity of the O atom. At the O atoms, we find local magnetic moments of 0.13$\mu_B$ (HSE06), 0.14$\mu_B$ (PBE+$U$, $U = 4$ eV), and 0.12$\mu_B$ (PBE+$U$, $U = 7$ eV) that are in line with experiment (0.14 $\pm$ 0.04$\mu_B$, Ref. [9]) and previous calculations [15,31]. The Cu magnetic moment amounts to 0.66$\mu_B$ (HSE06), 0.55$\mu_B$ (PBE+$U$, $U = 4$ eV), and 0.65$\mu_B$ (PBE+$U$, $U = 7$ eV), which agrees well with experimental values of 0.65 $\pm$ 0.03$\mu_B$ [9] and 0.69 $\pm$ 0.05$\mu_B$ [10].

IV. ELECTRONIC EXCITATIONS WITHIN THE GW APPROACH

Band gaps calculated from Kohn-Sham electronic structures are not directly comparable to experimental gaps. The Kohn-Sham gap differs from the QP gap by the contribution arising from the derivative discontinuity of the...
exchange-correlation energy which accounts for electron addition and removal [47,48]. Generalized Kohn-Sham functionals, such as the HSE06 hybrid functional, take this term partially into account already in the eigenvalue gap [49] but are still suffering from the fact that the exact exchange-correlation potential is unknown. Green’s function methods, such as the GW approach, on the other hand, include the electron addition and removal aspect by construction.

The GW self-energy $\Sigma_{GW}(\Omega) = i\hbar G(\Omega)W(\Omega)$ is the product of the one-particle Green’s function $G(\Omega)$ and the screened Coulomb interaction $W(\Omega) = \int d\varepsilon e^{-i\varepsilon(\Omega)}(3 - 2\varepsilon)$, with the inverse dielectric function $\varepsilon^{-1}(\Omega)$ and the bare Coulomb interaction $v(1 - 2\varepsilon)$. In these expressions, numbers are used as shorthand for the set of space, spin, and time coordinates, i.e., $1 \equiv r_1, s_1, t_1$. Usually, the screened interaction is calculated in the random-phase approximation (RPA), i.e., neglecting the electron-hole interaction [17,18].

QP states $|\psi_i\rangle$ can be obtained by solving theQP equation

$$[T + V + V_H + \Sigma_{GW}(\varepsilon_i)]|\psi_i\rangle = \varepsilon_i|\psi_i\rangle$$

self-consistently. Here, $T$ denotes the kinetic energy, $V$ the external potential, $V_H$ the Hartree potential of the electrons, and $\Sigma_{GW}(\varepsilon)$ the GW self-energy in frequency space, which has to be taken at the energy of the QP excitation $\varepsilon_i$. Usually, theQP equation is solved starting from Kohn-Sham eigenvalues $\varepsilon_i^{(0)}$ and wave functions $|\psi_i\rangle$ either in first-order perturbation theory or applying (partially) self-consistent iteration schemes.

Assuming that Kohn-Sham wave functions $|\psi_i\rangle$ and QP wave functions $|\psi_i\rangle$ are identical and, hence, that both the QP Green’s function and the difference between self-energy and exchange-correlation-potential are approximately diagonal in these wave functions, the QP equation reduces to

$$\varepsilon_i = \text{Re}\langle\psi_i|[T + V + V_H + \Sigma_{GW}(\varepsilon_i)]|\psi_i\rangle$$

Keeping the wave functions fixed and iterating only over the eigenvalues [25,37], the QP energies in the $(n + 1)$th iteration step are then given by

$$\varepsilon_i^{(n+1)} = \varepsilon_i^{(n)} + Z_i^{(n)} \times \left(\text{Re}\langle\psi_i|[T + V + V_H + \Sigma_{GW}^{(n)}(\varepsilon_i^{(n)})]|\psi_i\rangle - \varepsilon_i^{(n)}\right).$$

with the QP renormalization factor

$$Z_i^{(n)} = \left(1 - \frac{\partial\text{Re}\langle\psi_i|\Sigma_{GW}^{(n)}(\omega)|\psi_i\rangle}{\partial\omega}|_{\omega=\varepsilon_i}\right)^{-1}\varepsilon_i^{(n)}.$$
In particular, there does not seem to be a mechanism in $G_0 W_0$ that compensates a band-gap overestimation in the subjacent hybrid-functional calculation. Indeed, the HSE hybrid functional can be seen as a static approximation to the $GW$ self-energy with the parameter $\alpha$ as inverse electronic static dielectric constant $1/\varepsilon_{\infty}$. The range-separation parameter which cuts down the Fock exchange for large distances acts as a screening length. Thus the HSE06 hybrid functional mimics already the important static screened-exchange contribution to the $GW$ self-energy. This explains why setting $\alpha = 1/4$ (HSE06) yields good band gaps for intermediate-gap semiconductors with dielectric constants in the range of $\sim 2\ldots 6$ [see compilations in Refs. \[56–58\]] and why it is less accurate for strongly polarizable materials like Si with $\varepsilon_{\infty} = 11.94$ \[59\]. For CuO, a band gap of 1.42 eV was obtained by setting $\alpha = 0.15$ in a hybrid functional with infinite screening length (PBE0-derived functional) \[31\]. For $\alpha = 0.15$ and an inverse screening length of $\mu = 0.2$ Å$^{-1}$, we obtain an indirect gap of 1.7 eV and a direct gap of 1.9 eV (see Fig. 4). This observation is in line with the interpretation of $\alpha$ as inverse dielectric constant which amounts to $\varepsilon_{\infty} = 6.2\ldots 6.6$ in CuO \[60–62\].

In Fig. 4(b), we choose, instead of a hybrid functional, a PBE$+$U electronic structure as starting point for the $G_0 W_0$ calculation. We find that, in particular for large values of $U$, the QP shifts are significantly bigger for some states compared to the QP shifts obtained for the hybrid functional starting point. For instance, the $G_0 W_0$ corrections shift the O 2s states in the vicinity of $-19$ eV to significantly higher binding energies. $G_0 W_0$ also tries to correct back the energetic position of the occupied Cu 3d states that are shifted to too high binding energies by large values of $U$ in PBE$+$U. All in all, this indicates that PBE$+$U, in general, is a less good approximation to the $GW$ self-energy which is intuitively clear, since it mostly affects the $d$ states and does not provide an advanced description of exchange and correlation for the $s$ and $p$ states.

As expected, we find the PBE$+$U band gaps to increase linearly with $U$ illustrating the $d$-$d$ character of the highest valence and lowest conduction states [cf. Fig. 4(d)]. However, the $G_0 W_0$ band gap increases with an even higher slope in dependence on $U$. For large $U$ [e.g., $U = 7$ eV in Fig. 4(d)], where the gap is already overestimated, the band-gap opening due to $G_0 W_0$ QP shifts is largest demonstrating the sensitivity of the results on the input electronic structure.

### B. Eigenvalue self-consistent GW

Since self-consistent $GW$ calculations are numerically very demanding, we focus on the comparison between two starting electronic structures from now on: (i) HSE06 ($\alpha = 1/4$) and (ii) PBE$+$U with $U = 4$ eV. These two starting points feature the peculiarity that their (state-projected) DOS are basically identical (see Fig. 3) except for strongly deviating band gaps which amount to 3.1 eV in the case of HSE06 and 1.1 eV for PBE$+$U (cf. Table II), which is unusual for a 3d transition-metal monoxide [23,64].

A comparison between these two starting points may thus be helpful to understand the origin of the $GW$ band-gap overestimation in CuO.

As we have seen in Sec. III, the energetic position of the Cu 3$d_{x^2−y^2}$ peaks and, in particular, the size of the band gap strongly depend on the choice of the exchange-coulomb functional which cannot be cured by $G_0 W_0$ QP corrections.
This underlines the need for a starting-point independent approach. QP calculations that keep the wave functions fixed but iterate the one-particle eigenvalues constitute a first step towards self-consistency.

In Table I, the indirect and direct QP band gaps of CuO are compiled for various self-consistent 
\( GW \) schemes. It is evident that, keeping the wave functions fixed, the band gap changes only very little compared to a 
\( GW \) calculation. Convergence of the band gap is obtained after a few iteration steps (see Fig. 5). This holds likewise for the 
\( G_n W_n \) and the 
\( G_n W_n \) iteration scheme and is independent of the starting point.
However, the resulting values for the band gaps are strongly starting-point dependent. The 
\( PBE+U+G_n W_0/G_n W_n \) band gaps overestimate the experimental value only slightly, whereas the 
\( HSE06+G_n W_0/G_n W_n \) gaps are by more than a factor of 2 too large. Hence it can be concluded that wave-function self-consistency is highly important in CuO and, concomitantly, that QP and Kohn-Sham wave functions differ significantly in this material for the chosen generalized Kohn-Sham schemes.

### C. Quasiparticle self-consistent \( GW \)

A self-consistent solution of the Hermitianized and linearized QP equation (1) should be essentially independent of the starting electronic structure. Indeed, we find that applying the 
\( scG_n W_n \) scheme to both starting points the electronic QP structures converge—even though slowly—to the same solution. This is illustrated for the VBM, the CBM, and hence, the band gap in Fig. 5. The remaining deviations in the 
\( scG_n W_n \) gaps for the two starting points in Table I are due to the finite number of iteration steps. In Fig. 6, the resulting DOS as well as the orbital-projected DOS are plotted only once, since the curves for the two starting points are indistinguishable. We do not find the starting-point dependence that Liao et al. [65] observed for Fe\(_2\)O\(_3\). However, we want to emphasize that convergence is hard to achieve and that in self-consistency cycles errors may accumulate.

Despite the line shape of the DOS being still very similar to the DFT results, the resulting band gap of more than 4 eV overestimates the experimental value by a factor of 2.5 (see Tables I and II). Even though a slight band-gap overestimation seems to be inherent to this approach, the discrepancy between 
\( scG_n W_n \) band gap and experimental band gap is striking for CuO.
D. Influence of the screening

The dramatic gap overestimation for CuO within the sc$G_n W_n$ scheme asks for a more detailed understanding. Let us assume for the moment that $\Sigma(12) = i\hbar G(12)W(12)$ is a good approximation for the full self-energy which reads $\Sigma(12) = -i\hbar \int d^3v (1 - 3) G(32) G(23)$, with $G$ being the vertex function that describes, for instance, electron-hole interactions in the screening or particle-particle interactions in the self-energy [18]. This means that, in the $GW$ approximation, vertex corrections in the self-energy and thus contributions that are of second or higher order in the screened interaction (e.g., $T$-matrix diagrams) are neglected. However, the vertex function occurs also in the dielectric function $\varepsilon(12) = \delta(1 - 2) - i\hbar \int d^3v (1 - 3) G(35) G(43) \Gamma(54)$ whose inverse governs the dynamically screened Coulomb interaction.

In the original formulation of Hedin’s equations [17,18], the dielectric screening that enters the $GW$ self-energy has to be evaluated in RPA, $\varepsilon(12) = \delta(1 - 2) + i\hbar \int d^3v (1 - 3) G(32) G(23)$. Indeed, it has been shown that a screened Coulomb interaction calculated in RPA with independent-particle Green’s functions constructed from a Kohn-Sham electronic structure yields results that are in good agreement with experiment for many semiconductors (see, e.g., Ref. [19]). This is due to an error cancellation between the neglected QP corrections in the Green’s functions and the omission of the electron-hole attraction, i.e., excitonic effects.

The sc$G_n W_n$ scheme, on the other hand, updates wave functions and eigenvalues in $W$ which corresponds to an inclusion of QP shifts, whereas the electron-hole interaction is still omitted. This leads to a systematic underestimation of the dielectric screening and, consequently, to too high band gaps [41]. The same effect can be observed already in the self-consistent static COHSEX (Coulomb hole plus screened exchange) approximation [17] to the $GW$ self-energy. Even neglecting completely the frequency dependence of the screening throughout the self-consistency cycle, the strong band-gap overestimation can be reproduced. Self-consistent COHSEX yields a gap of 4.0 eV comparable to the sc$G_n W_n$ gap (cf. Table 1).

In Fig. 7, the evolution of the macroscopic electronic static dielectric constant $\varepsilon_\infty$ for CuO with the number of iteration steps in the $G_n W_n$ and sc$G_n W_n$ schemes is shown. The respective values of $\varepsilon_\infty$ for the iteration schemes where $W$ is not subject to changes ($G_n W_0$ and sc$G_n W_0$) correspond to the zeroth iteration. The dielectric constant of 10.3 in PBE+$U$+$G_n W_0$ (iteration step $n = 0$) is by far higher than the experimental values of 6.45 [61], 6.2 [60], and 6.6 [62]. The $G_n W_n$ iteration scheme reduces $\varepsilon_\infty$ to 7.6, whereas it decreases even well below the experimental value in the sc$G_n W_n$ approach. For the HSE06 starting point, on the other hand, changes are minor, since already in the $G_0 W_0$ step $\varepsilon_\infty = 4.7$, which is further reduced to 4.5 ($G_n W_0$) or 4.1 (sc$G_n W_0$). These values underestimate the experimental screening constant which is in line with the observed band-gap overestimation.

Little is known about the wave-vector and frequency dependence of the dielectric screening from experiment. Recently, the low-energy $d$-$d$ excitations have been measured for high momentum transfers [66,67]. The only available data in a wide frequency range is the loss function $-\text{Im} \varepsilon^{-1}(q, \omega)$ for vanishing momentum transfer $q = 0$ (see Fig. 8). In Fig. 8, loss functions calculated in the RPA with the HSE06, PBE+$U$, and sc$G_n W_n$ electronic structures are compared to momentum-integrated electron-energy loss spectra [68] and inverted spectroscopic ellipsometry data [61]. In the literature, loss functions are most often calculated from electronic
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FIG. 7. (Color online) Convergence of the macroscopic electronic static dielectric constant $\varepsilon_\infty$ (averaged over directions) with the number of iteration steps $n$ in various flavors of the $GW$ approximation. Results are given for HSE06 and PBE+$U$ starting electronic structures. The zeroth iteration step corresponds to the macroscopic dielectric constant $\varepsilon_\infty$ deduced from $W_0$. The range of available experimental values as the high-frequency limit of infrared [60,62] and the low-frequency limit of optical [61] spectroscopy is given as shaded area.
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FIG. 8. (Color online) Frequency-dependent loss function of CuO for vanishing momentum transfer $q = 0$ averaged over Cartesian directions. The loss function $-\text{Im} \varepsilon^{-1}(q = 0, \omega)$ is calculated in RPA using the DFT electronic structures of the two $GW$ starting points (HSE06 and PBE+$U$) and the self-consistent sc$G_n W_n$ QP electronic structure. The direction-averaged loss function is compared to experimental data from spectroscopic ellipsometry [61] and electron-energy loss [68]. For completeness, the loss function calculated in RPA using the metallic PBE electronic structure is also given.
structures that have been obtained with a (semi)local density functional. For this reason, we provide also the loss function computed from PBE wave functions and eigenvalues for comparison, keeping in mind that PBE predicts CuO to be a metal.

The experimental loss data shown in Fig. 8 exhibit a broad plasmon peak around 23 eV and some fine structure at lower energies. The PBE, HSE06, PBE$+U$, and $\text{sc}G_\text{n}W_\text{n}$ calculations all recover the general line shape of the experimental loss spectrum; only the absolute peak positions are subject to a rigid energy shift that depends on the band gap of the respective electronic structure. The discrepancies between measured and calculated spectra at energies above the main plasmon are attributed to the $q$ integration in the experimental loss spectrum which is due to its limited momentum resolution (cf., e.g., Ref. [69]). Both the main plasmon peak and the fine structure in the loss spectrum at low energies, in particular the pronounced peaks near 5 and 10 eV, are best described within the PBE$+U$ approach.

E. Self-consistent $GW$ with fixed screening

1. Fixed RPA electronic screening

The $GW$ formalism links the dielectric screening, that is experimentally accessible through loss experiments, to quantities like the photoemission band gap or the QP DOS. Here, we investigate how changes in the screening affect the QP energies. The PBE, HSE06, PBE$+U$, and $\text{sc}G_\text{n}W_\text{n}$ calculations all recover the general line shape of the experimental loss spectrum; only the absolute peak positions are subject to a rigid energy shift that depends on the band gap of the respective electronic structure. The discrepancies between measured and calculated spectra at energies above the main plasmon are attributed to the $q$ integration in the experimental loss spectrum which is due to its limited momentum resolution (cf., e.g., Ref. [69]). Both the main plasmon peak and the fine structure in the loss spectrum at low energies, in particular the pronounced peaks near 5 and 10 eV, are best described within the PBE$+U$ approach.

The resulting band gaps can be found in Table I and Fig. 5. Of course, the result cannot be starting-point independent anymore. Using the HSE06 screening, we obtain an indirect band gap of 3.7 eV only marginally smaller than in the $\text{sc}G_\text{n}W_\text{n}$ approach. This is not unexpected considering the blueshift of all loss peaks in the HSE06 dielectric function (see Fig. 8). If, however, the PBE$+U$ screening—which agrees much better with experiment for the available $q = 0$ spectrum (cf., Fig. 8)—is used, we find a band gap of 2.2 eV which is already much closer to experiment, though still a little too high.

2. Estimate of polaronic screening contributions

The remaining difference between experimental and theoretical band gap might well be due to details of the screening, but it also raises the question whether other physical effects such as polarons contribute to the discrepancy. Taking into account polaronic excitations affects the band gap in two ways. (i) At nonzero temperatures, phonon states above the ground state will be occupied resulting in smaller band gaps. Thus the calculated band gaps have to be compared to experimental gaps at 0 K. (ii) Polarons may be excited during the photoemission experiment (even at zero temperature) and contribute to the screening of the Coulomb interaction which leads to a band-gap shrinkage.

In Table II, we compare the available experimental gap values for different temperatures. High-resolution optical data have been measured between 10 and 300 K and extrapolated to 0 K removing also the zero-point motion [12]. The resulting direct gap is found to be 1.67 eV at 0 K. An absorption study [63] conducted at 7 K reported the direct gap to be 1.60 eV (including zero-point motion) which is consistent with the other experiment. The indirect band gap, however, has been measured only at room temperature and was found to be $1.35 \pm 0.02$ eV [3] or $1.4 \pm 0.3$ eV [4]. Assuming that the gap-forming bands are essentially flat due to their $d$ character, this is consistent with the room-temperature direct gap of 1.34 eV reported in Ref. [12].

Botti et al. [70] have shown recently that polaronic screening may reduce $GW$ band gaps by about 15% in strongly polarizable materials like MgO. However, it is unlikely that polaronic screening can explain our results. The biggest gap renormalization due to polaronic screening is expected for materials with a small electronic static screening constant $\varepsilon_\infty$ and a big static screening constant $\varepsilon_0$ (since the polaron coupling constant is proportional to $(1/\varepsilon_\infty - 1/\varepsilon_0)$) as well as large longitudinal optical phonon frequencies $\omega_{LO}$ [71,72]. For instance, in MgO, the dielectric constants amount to $\varepsilon_\infty = 2.94$ and $\varepsilon_0 = 9.83$, whereas $\omega_{LO}$ is 89 meV [73].

In CuO, the electronic static dielectric constant amounts to $\varepsilon_\infty = 6.6$ (averaged over directions, Ref. [62]), whereas the static dielectric screening constant including lattice polarizability is $\varepsilon_0 = 11.1$ (averaged over directions, derived from the fit parameters given in Ref. [62]). The longitudinal optical phonon frequencies lie in the energy range between 19 and 78 meV [62]. From these values, one can expect polaronic screening contributions in CuO to be lower than in MgO. Taking into account these considerations, the overestimation of the experimental band gap of 2.2 eV by about 30% in the PBE$+U$ approach seems to be too large to be explained solely by polaronic effects.

3. Towards more realistic screening

We noticed in the previous section that the macroscopic dielectric constant $\varepsilon_\infty$ calculated in RPA with the PBE$+U$ functional is significantly higher than the experimental value, despite the fact that the peak positions and relative intensities of the PBE$+U$ loss function match well the available experimental data. In principle, an overestimated dielectric constant should go along with an underestimation of the band gap—the opposite of what we find. This observation may be interpreted as a hint that details of the dielectric function must be crucial for the screening mechanisms in CuO. For instance, short-range contributions to the screening might be particularly important for the localized $d$ electrons.

It is, hence, not clear whether the failure of the $GW$ formalism to predict the band gap of CuO is due to a deficient description of the screening function or whether higher-order terms, i.e., vertex corrections, have to be included in the self-energy. However, before resorting to more complicated theories demanding even more involved calculations, it would be desirable to obtain state-of-the-art experimental data for the
TABLE III. Local magnetic moments $\mu$ at the Cu and O atoms calculated for flavors of the $GW$ approximation where the QP wave functions change with respect to the HSE06 and PBE$+U$ ($U=4$ eV) starting electronic structures. Furthermore, the magnetic moments in the self-consistent COHSEX approximation are given.

<table>
<thead>
<tr>
<th></th>
<th>DFT</th>
<th>sc$G_nW_0$</th>
<th>sc$G_nW_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HSE06</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.66</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>O</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>PBE$+U$</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.55</td>
<td>0.64</td>
<td>0.70</td>
</tr>
<tr>
<td>O</td>
<td>0.14</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>COHSEX</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td></td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>O</td>
<td></td>
<td>0.67</td>
<td></td>
</tr>
</tbody>
</table>

4. Local magnetic moments

In Table III, the local magnetic moments at the Cu and O atoms are listed for the DFT starting electronic structures and those flavors of the $GW$ approximation which allow for a change in the wave functions and, consequently, the local magnetic moments. While the magnetic moments of the O atoms are almost independent of the approach, the local moments at the Cu atoms increase with increasing band gap. We attribute this to a stronger separation between the spin-up and spin-down channels of the Cu $3d_{x^2-y^2}$ orbital with increasing band gap [see also Fig. 6(b)]. However, all of the $GW$ results are within the error bars of the experimentally determined magnetic moments which amount to $0.65 \pm 0.03\mu_B$ [9] and $0.69 \pm 0.05\mu_B$ [10].

V. COMPARISON TO PHOTOEMISSION SPECTRA

The band gap is just one characteristic of the electronic excitation spectrum of an insulator which contains too little information to draw conclusions about the electronic structure as a whole. Thus, we now focus on the comparison between the calculated QP DOS and available photoemission spectra. In Fig. 9(a), the QP electronic structures obtained within the HSE06$+scG_nW_0^{HSE06}$, PBE$+U+scG_nW_0^{PBE+U}$, and sc$G_nW_\mu$ schemes are compared to x-ray photoemission spectroscopy [4,16] (XPS) and bremsstrahlung-isochromat spectroscopy [4] (BIS) data. To this end, we go beyond the assumption of a noninteracting shape for the QP Green’s function and introduce instead the renormalized QP Green’s function

$$G(\omega) = \sum_i Z_i \frac{|\psi_i\rangle\langle\psi_i|}{\omega - \epsilon_i - i\hbar/\tau_i \text{sgn}(\mu - \epsilon_i)}$$ (5)

that is weighted by the QP renormalization factor $Z_i$ and contains the intrinsic widths of the QP peaks, which are the inverses of the QP lifetimes

$$\tau_i = \frac{\hbar}{Z_i |\langle\psi_i| \text{Im} \Sigma_{GW}(\epsilon_i)|\psi_i\rangle|}.$$ (6)

The chemical potential is denoted by $\mu$. In this approximation, the peak widths are given by the product of the QP renormalization factor $Z_i$ and the imaginary part of the self-energy at the QP excitation. Consequently, the sum over $\delta$ functions in the QP DOS is replaced by a sum over non-normalized Lorentzians with widths corresponding to the intrinsic QP lifetime of each excitation,

$$\text{DOS}(\hbar\omega) = \sum_i Z_i \frac{\hbar/\tau_i}{\pi (\hbar\omega - \epsilon_i)^2 + (\hbar/\tau_i)^2}. \quad (7)$$
Further, the DOS are convoluted with a Gaussian of 1.0 eV (FWHM) to take into account instrumental and temperature broadening effects.

In Table IV, the QP renormalization factors are given for the highest valence and lowest conduction band at the $\Gamma$ point. The $Z$ factors essentially follow the trend of the band gaps in the electronic structure used to calculate the screened Coulomb interaction. A high band gap in $W$ shifts the onset of the imaginary part of the self-energy away from the QP poles, thus resulting in a more pronounced QP peak. Consequently, the QP renormalization factors are closest to one for the $sG_aW_a$ scheme and depend strongly on the $W$ employed, whereas they are basically insusceptible to self-consistency in $G$. A comparison between Figs. 6(a) and 9(a) shows that in particular the valence Cu $3d$ peak which is more pronounced in the PBE+$U$+$scG_aW_a$ approach is reduced to the same intensity as the equivalent peak in the HSE06 or $scG_aW_a$ approaches due to the smaller $Z$ factors in the former GW scheme.

Comparing theory and experiment in Fig. 9(a), we find very good agreement for the peak positions, widths, and relative intensities in the range of QP valence excitations between $-8$ and 0 eV. Differences between the theoretical approaches in the valence-band region are too small to rule out one or more of the theoretical schemes. However, the PBE+$U$+$scG_aW_a$ approach seems to perform slightly better concerning the general line shape. The satellite structures that occur in the vicinity of $-10$ eV can, by definition, not be captured in our QP framework. The O 2$s$ states around $-19$ eV are strongly broadened by lifetime effects.

The conduction-band region is dominated by a distinct peak at low energies that stems from the empty Cu $3d_{z^2}$ band in the minority spin channel. All three theoretical approaches agree very well with the experimental BIS data regarding peak widths and relative intensities. Only the band gap differs significantly (see discussion in Sec. IV). The PBE+$U$+$scG_aW_a$ iteration scheme actually yields also peak positions that match the experimental inverse-photoemission peaks. Notably, the gap of the first conduction-band peak agrees well with the first BIS peak, even though the gap of 1.4 $\pm$ 0.3 eV deduced from experiment in Ref. [4] deviates from our gap value of 2.2 eV. It cannot be excluded that, apart from temperature effects, also different procedures to determine the gap are, to some extent, responsible for the discrepancy.

Photoemission spectra for CuO have been measured at various incident photon energies [see Fig. 9(b)]. This allows us to extract information about the orbital character of the valence states, since the photoionization cross sections of different orbitals vary with the incident photon energy. At high photon energies, primarily $d$ states are probed, whereas at lower photon energies, the UV, $p$ and $d$ states are excited with roughly the same probabilities. In Fig. 9(b), the calculated QP DOS weighted by photoionization cross sections [74] are compared to photoemission data taken at different energies. With increasing photon energy, the shoulders found around $-5$ eV and near the VBM in the experimental data decrease in intensity relative to the main photoemission peak. This behavior is due to the O 2$p$ orbital contribution to these peaks [mixed with Cu $3d_{z^2-\gamma^2}$ states; see Fig. 6(b) which is suppressed at higher incident energies. Despite the intense background in the experimental data for 1486.6 eV incident photon energy, also the strongly damped O 2$s$ peak is visible. As in the case of the loss function, details of the photoemission spectra are thus very well described besides a constant shift of the conduction states that stems from the band-gap problem.

VI. SUMMARY AND CONCLUSIONS

We performed state-of-the-art many-body calculations in the $GW$ approximation to compute the electronic QP excitation spectrum of the strongly correlated oxide CuO. In a first step, DFT was used to calculate starting electronic structures using the HSE06 and PBE+$U$ exchange-correlation functionals. These functionals already account for large parts of the static screened exchange on the open Cu $3d$ shell and yield—apart from the band gap—almost identical DOS.

Subsequently, the performance of various recently proposed GW self-consistency schemes has been investigated. Aside from the gap, excellent agreement of the calculated DOS and eigenvalue-self-consistent $GW$ schemes is found. The GW iteration scheme focuses on the band gap as a characteristic quantity of each insulator. We find the band gap of CuO to be extremely sensitive to the details of the $GW$ iteration scheme. Non-self-consistent and eigenvalue-self-consistent $GW$ schemes are strongly starting-point dependent, since they do not update the one-particle wave functions. GW self-consistent $GW$, on the other hand, which updates also the wave functions, overestimates the band gap of CuO dramatically, since it removes the error cancellation between neglected QP effects and neglected excitonic effects in the dielectric screening by including only QP corrections in the self-consistency cycle.

That is why we resort to a GW self-consistent $GW$ scheme where the screened Coulomb interaction compares well to the inverse dielectric function found in loss experiments and is kept fixed during the iteration. We find that the fundamental gap is still, albeit much less, overestimated within this approach. Our results indicate that the clue to the understanding of the electronic structure of CuO, and in particular the band gap, lies in the details of the screening. Therefore, momentum- and frequency-resolved experimental data for the dielectric function of CuO are urgently needed.

Apart from the gap, excellent agreement of the calculated QP spectra with the QP excitations in direct and inverse photoemission experiments is found, in particular when intrinsic QP lifetimes and matrix-element effects are taken into account.
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