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Preface

T document is a shell. ose who believe it could represent a summary of many years of work are
indeed mistaken. If it is true, in fa, that a colleion of papers can be easily put together, even with
a nice story, pretending to see a posteriori a unique and precise long-term strategy (instead of the
more realistic crazy jumping among subjes, according to mood, grant (un)acceptance, students

availability, etc.), how can this efficiently summarize years of real work (most of whi un-accounted for in
terms of publications), how can it report the so manywrong (and still enriing) direions taken, how can this
witness the constant sewing of human relationships well beyond the professional level? Well, it can't. And
how about the (too many) deadlines approaed with awe and agony, the (too few) jubilance from accepted
grants, the (great) satisfaions of successful students and post-docs, that underpin the researer life ? Again
it is impossible to account for it. So let's not.

What I did instead is to report, beside some lines of resear (and the associated articles), a perspeive
of future allenges and promising topics. e discussion will focus especially on two points: the exciton
dispersion and the bootstrap kernel. ese are in fa the (ronologically) last two topics of my resear
and those that, I hope, will lead fun and enriing discussions in the next-future. For what concerns the
first part, I wanted at all cost to spare the reader from the n-th description of GW+BSE and TDDFT (aer
all, any PhD thesis in the eleronic excitations community has it, mine included). However one point, most
oen unaccounted for, is the relation between the experiments and theory, between the macroscopic and
microscopic word. I have oen discussed this maer (but helas, not as mu as I would have wanted) with
Rodolfo Del Sole. He was the first one, and among the few, who understood the importance (and the limits,
the approximations, the incoherences) of su a conneion and managed to explain it (instead of simply and
inappropriately citing papers from the '60s), and I owe him a lot for this.

I take at this point the occasion to thank all the people I work(ed) with. I can safely say I have learnt from
every collaborator (from Master students to retired professors) a great deal, not only in the eoretical Spec-
troscopy group, but in a mu larger circle of collaborations (both with theoreticians and experimentalists)
thanks to our network, the Europeaneoretical Speroscopy Facility. It was indeed thanks to the ETSF (and
to Lucia who godfathered this application, and to whom goes my everlasting gratitude) that I got the position
I have today in the École Polytenique.

Let me end on a more personal note, thanking my precious family. Not really supportive (no proof-
reading, no figure preparing, no latex-typing), not in the least interested in speroscopy, nor with knowledge
in solid state or quantum meanics, they nonetheless undermine any temptation of mine to go to relativistic
problems, avoidingme useless pains and headaes. ey have in fa falsified the basic principles of relativity,
giving me a unique frame of existence, for whi I couldn't be more grateful. So thanks to Daniella, Adriano
e Atena.
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Chapter 1

From Spectroscopy to Theoretical
Spectroscopy

IF we want to know something about a system, let alone to analyse its properties in details,
we have to interact with it. Tipically, the system is submitted to an external perturbation,
it reacts to such a perturbation and we measure this reaction. Often this measure comes as a
spectrum (as a function of energy, or mass, or states, etc.), that’s why we call it spectroscopy.

When we look at a system, for instance, we perform an optical spectroscopy experiment: the
system is exposed to light (the perturbation), it reacts to this (by experiencing all sort of electronic
excitations) and we measure its reaction (the reflected beam). This permits us to know position,
color and shape of the (macroscopic) system.

Even if we limit ourselves to valence electrons (nonetheless responsible for chemical, electrical,
optical, mechanical properties) excitations, we still have a wide range of different spectroscopies.
A separation is very often made among the different spectroscopies, on the basis of the final state
of the system: i) if the system is left (after perturbation) with the very same number of electrons
we talk about neutral excitations spectroscopies; it is the case of optical absorption, electron energy
loss spectroscopy (EELS) or inelastic X-ray scattering (either in its resonant (RIXS) or non-resonant
(NIXS) variety)); ii) if the system is instead left in a charged state (plus or minus one electron,
for instance), we talk about charged excitations spectroscopies, like photo-emission (PES) and in-
verse photo-emission spectroscopy (IPES). This distinction is of course purely fictitious, but can be
very useful when deciding the theoretical approach one might use to tackle this or the other spec-
troscopy.

1.1 Photoemission Spectroscopy
In (direct) photo-emission, a photon of energy Eph and momentum kph impinges on the system,
removing1 one electron. The photo-electron leaves the system (which is now in an excited state, i.e.
presenting a hole) and impinges on an electron-detector that measure its kinetic energy Ekin.

Energy conservation makes that the removal energy of the electron is

Ebe = Eph − Ekin = E(N)− E(N − 1, s), (1.1)

also called the electron binding energy Ebe, which corresponds to a difference of the energy of
the system with N electrons (before the perturbation) and the energy of the system with N − 1
electrons (in the excited states s). This is why it is called a charged excitation.

1The energy required to do so is normally quite high, for the electron has to reach a scattering state, in the
continuum. Ultra-violet lamp or synchrotron radiations are normally used as sources for PES.
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The knowledge of the two angles involved in the PES geometry (from Fig.1.1), θ and φ permits
also to infer about momentum of the electron inside the material. This technique is called Angle-
Resolved photo-emission (ARPES). It is clear then, that ARPES is able to experimentally investigate
the band structure of a system. But the interpretation of PES and ARPES is not so straightforward,
and we will see why.

From the historical point of view, the origin of PES goes back to 1887, when the photoelectric
effect was discovered by Hertz [1]; we might want to remark that this was anterior even to the
discovery of the electron itself. It was in fact Thomson who interpret this effect as electron emission
[2], at the same time of Lenard [3]. Finally Einstein gave his famous quantum theory interpretation
of the photoelectric effect [4], which opened him the way to the Nobel prize in 1921. Today the
PES and ARPES are widely used to see the electronic distribution in energy-momentum space,
and the experimental details, together with the capabilities of such approaches, can be found in
well established books [5] or reviews [6, 7]. However, it has to be underlined that to see does not
automatically imply to understand, and the physical interpretation of an experimental spectrum
(not only PES) is far from trivial. To be aware of these difficulties, it is enough to look at Fig.1.1: in

Figure 1.1: Schematic representation of the (AR)PES, from an experimental point of view (left
panel), and from a theoretical one (right panel).

a naïve interpretation, the energy difference between the incoming photon and the kinetic energy
of the electron simply gives the binding energy of the electron. This should be seen in a PES
spectrum as a sharp (delta-like) peak, as shown in Fig.1.2 in red. However in reality, we rather
have a spectrum that looks like the black curve in Fig.1.2: the peak is shifted at lower energy (for
convention we consider the electron removal as negative energies) and is broadened; in addition
at higher energy a new structure appears, which is called satellite. This is because in reality many
things happen when an electron is removed from the system.

Even if this is not the place to review the theory of photoemission, we would like to mention,
roughly, the different events that take place in a PES (or ARPES) experiment (and the different
questions arised):

1. a photon impinges on the system and it is absorbed. where? at the surface or in the bulk?
in the latter case, the penetrated electro-magnetic field is modified, following the Maxwell-
Fresnel equation, which however apply only on ideally sharp vacuum-solid interface, far
from the physical reality.

12
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Figure 1.2: Schematic representation of a PES spectrum. The red curve shows the naïve picture
of a delta-peak given by the difference between the incoming photon and the kinetic energy of the
detected electron. The black curve is more similar to reality. The binding energy is considered to
be negative (see Eq.(1.1)).

2. an electron is excited (selection rules applies) and travels inside the bulk, creating a lot of
additional (though higher order) excitations. which ones?

3. when the photo-electron reaches the surface, it can bounce back in the bulk, or escape in the
vacuum, if its energy and momentum permit. what are such conditions?

4. with a certain delay (how much?) also the hole just created will start exciting additional
excitations. which ones? one particle, collective, structural ?

5. the photo-electron that has left the system still interacts with the solid behind: electron-hole
interaction.

It is better to state immediately this: there is no a rigorous treatment of PES that permits to
take all these effects into account, on the same ground, in one step. To have an idea about how
important are the approximations involved, we write the photo-emission current (the measured
quantity) in terms of the Fermi golden rule, between the initial state (system in its ground state
and an incoming photon of energy ω) and the final state (a photo-electron of kinetic energy p2/2
and the N − 1 electron system in the excited state s)

Jp(ω) =
∑
s

|〈Ψp,s|∆|ψi〉|2 δ(ω −
p2

2 + εs), (1.2)

13
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with εs = EN − EN−1,s and the transition operator (first order in the vector potential) ∆ =∑
ij 〈i|Ap + pA|j〉 c†icj = ∆ijc

†
icj (where c†i and cj are creation and annihilation operators, respec-

tively). So far nothing can be said about the final state, that concerns the system with a hole plus
the photo-electron, still interacting with the rest of the system. And this is more or less as far as
we can go with the whole theory, which is sometimes called the one-step approach [8].

Figure 1.3: sudden approximation
(quite simplified) scheme: a hole is sud-
denly created in a many-electron sys-
tem.

Here comes the first, and most important, approximation: we
assume that i) the photo-electron is istantenously removed from
the system and ii) it goes to the detector as a free electron, without
interaction with the rest of the system. This is called the sudden
approximation, and the final state is “simply” |Ψp,s〉 = c†p|N −
1, s >, i.e. a free electron of momentum p and a system with N−1
electron in the excited state s. What are we missing here? It seems
quite a lot, for all steps 1 to 5 enumerated above are neglected totally
or partially: we do not have any electro-magnetic propagation (step
1 gone), we do not have the propagation of the electron inside the
bulk (step 2 partially gone), nor it ever crosses the surface (no step
3) and there’s no interaction between the photo-electron and the
system (no step 5). All these effects have been called extrinsic effects
[5, 6, 8, 9]. We have of course the creation of the hole and its effects
(step 4) that are by contrast called intrinsic. From a pictorial point
of view, instead of Fig.1.1 we should rather look at Fig.1.3. From
a mathematical point of view, let’s see where it leads in the photocurrent formula. If we try with
a system of non-interacting electrons, the many-body wavefunction can be written like a Slater
determinant Ψi = |N > and the final state reads |Ψp,s〉 = c†p|N − 1, s >= c†pcs|N >, where s now
labels a (occupied) one-electron state.

Jp(ω) =
occ∑
s

∣∣∣∣∣∣
〈
N |c†scp

∑
ij

∆ijc
†
icj|N

〉∣∣∣∣∣∣
2

δ(ω − p2

2 + εs)

=
occ∑
s

∣∣∣∣∣∣
∑
ij

∆ij

〈
N |c†scpc

†
icj|N

〉∣∣∣∣∣∣
2

δ(ω − p2

2 + εs)

=
occ∑
s

|∆sp|2 δ(ω −
p2

2 + εs)

(1.3)

where we have assumed that cp|N >= 0 (no interaction between the photoelectron and the system)
and c†s|N >= 0 (it is not possible to create an electron in an occupied state). Here we recover our
naïve image of the one-particle peak-like PES spectrum depicted in red in Fig.1.2.

Let’s now consider an interacting system, where the many-body wavefunction is not a Slater
determinant any longer. In this case the photo-current reads

Jp(ω) =
∑
s

〈N − 1, s| cp
∑
ij

∆ijc
†
icj |N〉 〈N |

∑
ij

∆ijcjc
†
ic
†
p |N − 1, s〉 δ(ω − p2

2 + εs)

=
∑
s

∑
j

∆pj 〈N − 1, s| cj |N〉
∑
i

∆ip 〈N | c†i |N − 1, s〉 δ(ω − p2

2 + εs)

=
∑
ij

∆pjAij(
p2

2 − ω)∆ip,

(1.4)

where again we have used (in the spirit of the sudden approximation) cp|N >= 0. Eq.(1.4) permits
us also to define the spectral function, which represents then the intrinsic part of the photo-

14
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current.
Aij(ω) =

∑
s

〈N | c†i |N − 1, s〉 〈N − 1, s| cj |N〉 δ(ω − εs). (1.5)

The spectral function reduces to the simple delta-peak form for independent particle Aij(ω) =∑
i δ(ω − εi) which is clearly diagonal. It might be worth notice that even if in general the spectral

function is non-diagonal, in practice this function is very often considered diagonal, for example
within the GW approximation [10, 11]. But, what is the shape (and content) of the spectral function
in the interacting case? To answer this question, we have to notice that the spectral function is
strongly connected to the one-particle Green’s function G. The Green’s function being exactly the
propagator of an electron (or in the specific case of photoemission, of a hole), its relation with the
spectral function is quite simply via its imaginary part

Ghole
ij (t− t′) = iθ(t− t′) 〈N | c†ie−iĤtcjeiĤt

′ |N〉

Ghole
ij (ω) = i

∑
s

〈N | c†i |N − 1, s〉 〈N − 1, s| cj |N〉
ω − εs − iη

(1.6)

so
Aij(ω) = 1

π
Im

[
Ghole
ij (ω)

]
. (1.7)

The latter is a very important relation, because it opens the way to operative (at least in prin-
ciple) evaluation of the spectral function. The Green’s function is in fact calculated (very often)
through the self-energy Σ, related to G via

[ω − εi]Gij(ω) = δij +
∑
k

Σik(ω)Gkj(ω) (1.8)

where εi are one-particle energies, like in the Hartree potential (in this case Σ take care of all
exchange and correlation effects, beyond Hartree). With this definition, the spectral function is
related to the self-energy via

Aij(ω) = 1
π

|ImΣij(ω)|
(ω − εi − ReΣij(ω))2 + (ImΣij(ω))2 . (1.9)

We can now interpret the black curve of Fig.1.4 in a direct way, through the real and imaginary
part of the self-energy. We have a peak in the spectral function, either when the denominator is
zero or when the numerator is big (and the denominator not too big). When the ImΣ is small
the zeros of (ω − εi − ReΣij(ω)) define the main peak of the spectral function, which is called
the quasi-particle peak:2 its position is shifted with respect to the single-particle position εi (for
example evaluated at the Hartree level) by an amount related to the real part of the self-energy.
The imaginary part of Σ instead can be seen in first approximation as the width of the broadened
quasi-particle peak (and is related to the inverse lifetime of the quasi-particle). Also when the ImΣ is
big the spectral function can have a peak: it is called a satellite. Let’s summarize these findings: in a
non-interacting system we would have just a peak at the energy εi, for example calculated within the
Hartree approximation. For an interacting system the quasi-particle peak is shifted and broadened
(by virtue of the real and imaginary part of Σ) and a satellite appears. Why? Simply because, when
we have created the hole, the (now interacting) system tends to screen the hole, with auxiliary
excitations that take place, like, for instance, plasmons. These are called the intrinsic losses and
are in principle contained in the spectral function, even within the sudden approximation. It is
of course of crucial importance to decide how to calculate the Green’s function. In fact, even

2This feature is not always present in a PES experiment. For certain materials, exhibiting strong correlation
among electrons, this part of the spectrum is partially or completely damped and the whole weight of the spectrum is
tranferred to the satellite part, also called the incoherent part of the spectrum.
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Figure 1.4: Spectral function A(ω) (black curve) together with real (green line) and imaginary
(violet line) part of Σ for an ideal system. In the inset a more anomalous situation in which a
spurious satellite appears.

small error in the latter can lead to completely wrong interpretation of the spectral function. An
example can be seen in the inset of Fig.1.4: here the real part of Σ crosses the real axis giving rise of
an additional peak in the spectral function (completely different from the previous case, given by
ImΣ), that might be due solely to an uncorrect evaluation of the Green’s function. This schematic
example finds in the PES spectrum of bulk Silicon its realistic situation [12]. This point will be
analised in more details in the next chapter (and more precisely in Matteo Guzzo’s thesis [13] and
in [12]).

The correct evaluation of the Green’s function is then of paramount importance for the de-
scription and anaysis of PES experiments. Several approaches can be cited, both model-based, like
LDA+U [14] or Dynamical Mean Field Theory (DMFT) [15, 16], or ab-initio within the Many-
Body Perturbation Theory (MBPT), like the GW approximation [17–20]. We, in particular, follow
the latter approach. For further details, we can suggest the numerous thesis of our group on the
subject [21–23] and in particular Matteo Guzzo’s thesis for everything beyond spectral function
[13].

Inverse Photoemission
As well as the PES permits one to investigate the filled bands of a system, the inverse technique,
called Inverse Photo-Emission Spectroscopy (IPES), permits to investigate the empty states. The
process is the following: an electron of kinetic energy Ei makes a transition (it is captured) to
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a final bound state Ef , emitting a photon of energy Ei − Ef . The latter is detected. Knowing
the kinetic energy of the incoming electron and the emitted photon energy, one infers about the
empty states of the system. Again this process can be described by a Green’s function Ge and the
theoretical investigation proceeds like above for the description of PES. In recent years, IPES (and
its angle-resolved version, called ARIPES or KRIPES) has gained in importance, performance and
efficiency, still remaining a difficult technique, without the “big instrument approach” (most IPES
experimental setup are lab-scale ad-hoc setup) and suffering from lower resolution than direct PES
[5, 24]. Very often, and also to obtain a wider angle recollection, an isochromat detector is used.
So, if the outcoming photon has always the same energy, the incoming electron must varies its
energy: this variation of IPES is called Bremsstrahlung Isochromat Spectroscopy (BIS) [25, 26].

1.2 Electron Energy Loss Spectroscopy
Scattering experimental techniques are very useful to investigate the property of matter, in light
of the wide range of energy loss and momentum transfer they incur in such experiments. In
Electron Energy Loss Spectroscopy (EELS), a fast electron is scattered by the system and later
detected (see Fig.1.5). The difference in energy (kinetic energy before and after the scatter-
ing ) is called energy loss. This energy has been given to the system to produce some ex-
citations. We can in this way study the neutral excitations of a system. The different in
momentum (again before and after the scattering) is called the momentum transfer and (con-
trary, for instance to photo-absorption), can be very big (the order of the Brillouin zone size).

Figure 1.5: Schematic representa-
tion of EELS.

The developments of EELS are intimately related with the devel-
opements of the electron microscope. This is not place for an his-
torical overview of the electron microscope, nonetheless we would
like to mention a anecdote involving the first father (rarely accred-
ited) of the electron microscope, Leo Szilard (who also patented his
electron-microscope idea). In a bar in Berlin, this was the discus-
sion between Szilard and Gabor (later nobel price for the invention
of holography) Szilard: “Busch has shown that one can make electron
lenses, de Broglie has shown that they have sub-Angström wave lengths.
Why don’t you make an electron microscope, one could see atoms with
it!” Gabor: “Yes, I know. But one cannot put living matter into a vac-
uum and everything will burn anyway to a cinder under an electron
beam.” [27]. The electron microscope, immediately after invented
by Ruska (awarded with the Nobel prize after more than 50 years
[28]), has known important progress in the last decades, especially
in the domain of the aberration correction and the spatial resolu-
tion. Also the development of the EELS itself dates back quite far
in time, in the mid-1940s (by Hillier and Baker [29]), but its golden
age starts only in the 1990s [30, 31]. Today EELS is one of the best
techniques to investigate the properties of matter, thanks also to the
wide range of energy involved in the scattering process (as can be
schematically represented in Fig.1.6), that permits one to scan out
a large variety of electronic (and structural) excitations. Let’s now
figure out how to connect EELS with theory. Ideally, one should treat everything at the (highest)
quantum mechanical level,

d2σ

dΩdω ∝ |〈ψf |Hint|ψi〉|2 δ(Ei − Ef + ω) (1.10)

with a quantum mechanical initial and final state (both containing the in and out electron). If
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Figure 1.6: Loss function (as a function of the energy loss in eV) in a wide range of energy. After
the elestic peak, we can have losses in the meV region (magnons and phonons), in the eV region
(valence electrons interband transitions, excitons and plasmons), and so on (going through Auger
electrons, edges of core electrons) up to the keV regime, where Compton scattering takes place.

the scattering electron is a fast particle, we can distinguish between the probe (the electron) and
the target (the system in study). Still we should ideally treat both quantum mechanically, the
fast particle and the target. Also, retardation effects should be taken into account, when treating
the electron-electron interaction (contained in Hint). Let’s tackle here the first issue: in order to
get the local characteristics of the systems (in solids these are called crystal local fields) and/or to
be able to describe excitonic effects, a quantum mechanical treatment of the target is mandatory.
For what concerns the fast electron, a very important and powerful result has been obtained by
Ritchie and Howie [32]: whenever one does not search for high spatial resolution the probe electron
can be considered classical; when instead we push to the limit of spatial resolution, in order for
the electron to be considered semi-classical (and the Poisson equation used as below), the whole
collection angle has to be integrated over. We will then stick to this limit and consider the fast
electron as a semi-classical particle. Other considerations, like the quantum treatment of the beam
aperture and the collection angle, are definitely considered for our purposes minor corrections on
the prefactor [32].

Let’s then specify as the external perturbation ρext the charge density of an electron moving
with velocity v:

ρext(r, t) = eδ(r− vt)
ρext(k, ω) = δ(ω − k · v)

For the Poisson equation, the external potential associate is δ(ω − k · v)/k2. Such a perturbation
will induce a total electric field E which is associated to the external field, via the material relations
to the Maxwell equation (E = ε−1D in linear response). It is here important to well define the
left quantity (the total electric field) and the right external quantity (the electric displacement D).
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Fields and potential are related via the spatial gradient E = −∇V .3 The material relation linking D
with E also defines the linear response function ε−1, called inverse dielectric function.

The energy loss by an electron in unit time is defined [34] as

dW

dt
=
∫
dr j · E (1.11)

where the current density is j = −vδ(r− vt). We have then to fill in all the ingredients

dW

dt
=
∫
dr vδ(r− vt)

∫
dkdk′

∫
dω ei(k·r−ωt)

k′

k′2
ε−1(k,k′, ω)δ(ω − k′ · v)

=
∫
dkdk′

∫
dω v · k′ 1

k′2
ei(v·k−ω)tε−1(k,k′, ω)δ(ω − k′ · v)

= −
∫ dkdk′

k′2
ωIm

{
ε−1(k,k′, ω)

}
,

(1.12)

to find4 the final electron energy loss rate per unit time, for a given energy ω. The quantity -Im{ε−1} is
called the loss function, while the term (whose imaginary part appears in Eq.(1.12)) W = ε−1v =
ε−1

k2 is the screened Coulomb interaction. The electron energy-loss per unit time can still be
expressed in terms of a Fermi-golden-rule formula [35], like in Eq.(1.10), remembering that, within
this semi-classical approach, the probe (which is the same of the detected) electron is a plane wave
eiqi·r:

d2σ

dΩdω ∝ |〈ψf |Hint|ψi〉|2 δ(Ei − Ef + ω)

∝ 1
q2

∣∣∣〈ψf |eiq·r|ψi〉∣∣∣2 δ(Ei − Ef + ω)

∝ 1
q2 Imε−1(q, ω)

(1.13)

In order to compare with the measured loss function, several approaches in theory have been
established to give an accurate description of the inverse dielectric function. Here we mention
the two most important approaches: Time Dependent Density Functional Theory (TDDFT) [36–
38] for the density-based formalism and the Bethe-Salpeter Equation (BSE) [39–41] within MBPT.
Again, many thesis [21, 23, 42] show the details of such methods, for both the specific case of finite
and infinite systems. Independently of how the inverse dielectric function is evaluated, we have to
make the connection between the microscopic (calculation) and macroscopic (experiment) word.

Microscopic-macroscopic connection
The inverse dielectric function is, by definition, and in the most general case, a frequence (or time)
dependent matrix ε−1(r, r′, ω), because it connects a perturbation in r with the total field in r′
(it should also be noted that, since it connects two vectors, the dielectric matrix should also be a
2-rank tensor - we ignore this fact for the purpose of the present discussion). When the system
to deal with is a solid, it is more convenient to work in reciprocal space and to speak about the
microscopic inverse dielectric function ε−1

GG′(q, ω), with the wave vector q contained in the first
Brillouin zone and G a reciprocal lattice vector. Of course, in order to make a connection between

3This is the second important issue: especially in the case of very fast particle (in a 200 keV TEM, the electron
travels so fast that the Lorentz contraction factor is 1.4) retardation effects might be important. In this case, the electric
and magnetic fields are not decoupled, the electric field is not only the gradient of the potential and a more complicate
version of Eq.(1.11) should be used. However for what concerns bulk systems very often these retardation effects can
be neglected (or removed a posteriori [33]) and we will not focus on that.

4In the last step we have made use of the causality condition of the inverse dielectric function.
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the microscopic quantity that is calculated and a macroscopic quantity like the measured spectrum
(which is essentially one number per frequency), an average operation is involved. The target
quantity is something that depends only on the energy (the energy loss) and on the momentum
tranfer (the q vector),5 other than being easy to integrate. To find this quantity, we expand in
Fourier space the inverse dielectric function

ε−1(r, r′, ω) =
∫
dq

∑
G,G′

e−i(q+G)·rε−1
GG′(q, ω)ei(q+G′)·r′

=
∫
dqe−iq·(r−r′) ∑

G,G′
e−iG·rε−1

GG′(q, ω)eiG′·r′

=
∫
dqe−iq·(r−r′)ε−1(q, r, r′, ω).

(1.14)

We now have found the interested quantity ε−1(q, r, r′, ω), that is also easy to integrate,6 and so we
define the macroscopic inverse dielectric function

ε−1
M =

∫
drdr′ε−1(q, r, r′, ω)

=
∫
drdr′

∑
G,G′

e−iG·rε−1
GG′(q, ω)eiG′·r′

= ε−1
00 (q, ω).

(1.15)

The macroscopic inverse dielectric function is then given by the head (G = G′ = 0 component) of
the inverse dielectric matrix. Eq.(1.15) gives on the operative way to compare directly with EELS
experiments (to compare for instance with Eq.(1.13)). Let’s finally notice that the momentum
transfer in a scattering experiment can be very big. This is not always the case for EELS, but we’ll
see that, in the case of Inelastic X-ray scattering, the momentum transfer can be bigger than the first
Brillouin zone. We have mentioned though that q is contained in the first BZ, so how is this going
to work for q outside the BZ? If we call Q the momentum transfer, this can be always written as
Q = q + G̃, i.e. the sum of a vector within the BZ plus a reciprocal lattice vector. In this case the
macroscopic loss function would be

ε−1
M = ε−1

G̃G̃′(q, ω) (1.16)

where we have taken (instead of the head) the diagonal element of ε−1 corresponding to the vector
G̃.

1.3 Inelastic X-ray Scattering
Scattering experiments do not concern only electrons, but also visible and infrared light (like
in Raman spectroscopy [43]), neutrons [44] or, for the purpose of this chapter, X-rays [45]. In
an experiment very similar to EELS, Inelastic X-ray scattering (IXS) is another useful tool to
investigate electronic excitations. Fig.1.5 still applies, provided one substitutes the fast electron
with an X-ray photon. In case of a photon probe, we can specify the perturbation Hamiltonian
Hint = −A · q + 1

2A2 + ..., where the vector potential can be expanded in terms of creation
and annihilation operators (representing the quantized electro-magnetif field). This leads to a very
complicate scattering expression, called generalized Kramers-Heisenberg formula. Details of the
mathematical foundation can be found either in the original articles about scattering of photons by

5And, in the most general case, also on the Cartesian index i,j, because we are talking about a tensor. But we omit
these indeces to unburden the notation.

6It is enough to integrate over the Bravais cell, because the function is periodic.
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electrons [46, 47], later revised for magnetic scattering [48], or in a more recent approach by Blume
[49]. The generalised Kramers-Heisenberg equation for the double scattering cross section contains
many terms, and can be summarized here (in the non-relativistic approximation):

d2σ

dΩdω ∝

∣∣∣∣∣∣
〈
ψf |eiq·r|ψi

〉
(ε1 · ε2)+ (1.17)

− 1
c2

〈
ψf |eiq·rσ|ψi

〉
(ε∗2 × ε1) + (1.18)

+
∑
n

〈ψf | [ε∗2 · p− i(qf × ε2) · σ] eiqf ·r|ψn〉
Ei − En + ωi − iηn

×
〈
ψn| [ε1 · p + i(qi × ε1) · σ] eiqi·r|ψi

〉 (1.19)

+
∑
n

〈ψf | [ε1 · p + i(qi × ε1) · σ] eiqi·r|ψn〉
Ei − En − ωf

×
〈
ψn| [ε∗2 · p + i(qf × ε2) · σ] eiqf ·r|ψi

〉 ∣∣∣∣∣∣
2

δ(Ei − Ef + ω).
(1.20)

Many regimes enter in the previous formula. We will neglect here the spin (σ) dependent con-
tribution (given by the term (1.18),7 and the magnetic scattering (given by the sum of the term
(1.19) - when out of resonance - and term (1.20)), for they are smaller terms (in the 1/c expansion
[49]). We are left with the first term, (1.17), and the third term, (1.19), (when in resonance, i.e.
when the incoming photon energy ωi coincides with an excitation energy of a (most often) core
electron). The former constitutes the measurement of the non-resonant inelastic X-ray scattering
(NIXS), the latter of the resonant inelastic X-ray scattering (RIXS). From now on, we will consider
the first case, so the term IXS will be a synonimous of NIXS. In this (non-resonant) regime, the
experimental scattering techniques will give information about the so called Dynamical Structure
Factor (DSF), defined as

d2σ

dΩdω ∝
∣∣∣〈ψf |eiq·r|ψi〉 (ε1 · ε2)

∣∣∣2 δ(Ei − Ef + ω)

= (ε1 · ε2)2S(q, ω),
(1.21)

in which ε1, ε2 are the polarization vectors of the incoming and scattered photons, respectively. It is
then evident the similarity between IXS and EELS. They share the same intrinsic contribution: the
loss function. In a scattering experiment like depicted in Fig.1.5, it doesn’t matter if the scattered
particle is a photon or an electron. We are probing the inverse dielectric function of the system.
The kinematic prefactor changes, of course, leading to a q2 difference, between the two cases. It has
to be underlined that, from the experimental point of view, the two techniques are quite different
both in terms of experimental setup (in one case one needs a source of electrons, which is normally
achieved with an electron microscope, in the other synchrotron radiation facility is required) and in
resolution (EELS has much better energy resolution at low q, IXS can achieve high q inaccessible
to EELS, which in contrast can perform better spatial resolution, etc.).

Because of the intrinsic similarities between IXS and EELS, the micro-macro connection ex-
plained at page 19 still holds.

7Even if a.u. are used throughout the document, here we want to explicitly underline the 1/c2 behaviour of this
term.
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1.4 Optical Spectroscopy
From the Maxwell’s equations (in presence of matter) [50–52]

∇× H = 1
c

∂D
∂t

+ 4π
c

jext

∇× E = −1
c

∂B
∂t

∇ · D = 4πρext
∇ · B = 0

(1.22)

we can get the total electric field in a medium as a damped wave

E = E0e
i(K·r−ωt)

with
|K|2 = ω2

c2 µε

and we have used the linear material equations D = ε E and B = µ H. If we neglect for a moment
the magnetic properties,8 setting µ = 1, we define the complex refractive index N as

N =
√
ε = ν + iκ (1.23)

whose real and imaginary parts are called the refraction index and the extinction coefficient, respec-
tively, and they are related to the real ε1 and the imaginary part ε2 of ε, as

ε1 = ν2 − κ2

ε2 = 2νκ

ν and κ being not independent, since ε1 and ε2 are related by the Kramers Kronig relations. We
will see now how important this simple linear relation is for a variety of quantities.

We can define the the optical skin depth δ as the distance where the amplitude of the field is
reduced by 1/e, and the absorption coefficient α as the inverse distance where the intensity9 of the
field is reduced by 1/e:

δ = c

ωκ
(1.24)

α = 2ωκ
c

= ωε2

νc
(1.25)

the latter giving a linear relation between the absorption coefficient and the imaginary part of the
dielectric function. All these quantities are, in the most general case, frequency dependent rank-2
tensors.

In experiments concerning optical properties of solids often the normal incidence reflectivity is
involved. Following Fig. 1.7, one can see an incident beam which impinges normally at the surface
of a solid, with an amplitude given by Ei, and a reflected beam, with the same frequency but an
amplitude Er < Ei. So in the vacuum the wave is:

Ez = Eie
i(ωx

c
−ωt) + Ere

−i(ωx
c

+ωt) x < 0,
8This is not strictly necessary. Due to the ambiguity of D and H that could be changed without changing the

Maxwell’s equation, we can always define an ε̃ such as D = ε̃E and H = B so µ = 1. In this case all magnetic properties
would be included in ε̃ but this choice is not always convenient.

9The intensity of an electromagnetic field is proportional to |E(x)|2, i.e. I(x) = I0e
−2 ω

c κx if we consider one
dimension.
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Figure 1.7: Schematic diagram of incident, reflected and transmitted electromagnetic wave at the
surface.

where we imagine the beam polarised along z; inside the solid, one can see the transmitted wave

Ez = Ete
i(kx−ωt) x > 0.

Imposing the boundary condition to the tangential component of the electric field10

Ez(x→ 0+) = Ez(x→ 0−)

we have
Ei + Er = Et.

The second boundary condition has to be applied to the tangential component of the magnetic
field Hy:

−∂xEz = iωµ

c
Hy

q (Ei − Er) = kEt = qNEt ⇒ Ei − Er = NEt.
We define the normal incidence reflectivity R as

R =
∣∣∣∣ErEi

∣∣∣∣2 < 1

which becomes
R =

∣∣∣∣∣(1− ν)2 + κ2

(1 + ν)2 + κ2

∣∣∣∣∣ < 1.

The knowledge of the optical constants implies hence the knowledge of the reflectivity, which can
be compared, e.g., with the experiment (in a very recent paper, just accepted [53], we do a careful

10 Let n̂ be a normal (unit) vector to the surface separating the two materials. We have, for the normal components,
the two relations: (D2−D1) · n̂ = 4πρs and (B2−B1) · n̂ = 0; while for the tangential components: n̂× (E2−E1) = 0
and n̂× (H2 − H1) = 4π

c js, with ρs and js the surface density and surface current respectively [52].
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comparison between calculated and experimental reflectivity for VO2). But the opposite procedure
is more interesting, because we can measure the reflectivity, and then deduce the optical constants.
Since there are two optical constants involved (ν and κ), we need two reflectivity experiments or
just one experiment, but in a very large frequency range, in order to exploit the Kramers-Kronig
relation between ν and κ.

Another measurable quantity, useful in the description of a surface, is the surface impedance Z
defined as

Z = 4π
c

E(0)
B(0)

which can also be related to the optical refractive index N by Z = 4π
cN .

Today, one frequently applied technique to probe the optical properties of a sample is the
optical ellipsometry. Ellipsometry deals with measurements of polarised light undergoing oblique
reflection (or transmission) from a sample surface. The quantities measured are the ellipsometric
angles ϕ and δ related to the complex ratio of Fresnel reflection (or refraction) coefficient Rp and
Rn for light polarised parallel (p-component) and normal (n-component) to the plane of incidence

ζ = Rp

Rn

= tgϕ eiδ

characterizing the different changes in amplitude and phase. Ellipsometry experiments [54–57] can
be carried out at multiple frequency (spectroscopic ellipsometry) and also at different angles of
incidence (variable angle spectroscopic ellipsometry, V.A.S.E). In Fig. 1.8 a schematic example of
reflection ellipsometry is reported. Knowing the ratio ζ and the incidence angle θ the complex
dielectric function is

ε = sin2 θ + sin2 θ tan2 θ

(
1− ζ
1 + ζ

)2

. (1.26)

It is important to notice two things: i) only the ellipsometry quantities ϕ and δ are the real mea-

Figure 1.8: Schematic representation of a reflection ellipsometry experiment.
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surable quantities, so the connection to the dielectric function is based on analytical calculation
(involving certain assumptions and models); ii) both real and imaginary parts of ε are evaluated in
an ellipsometry experiment, this not requiring any Kramers-Kronig analysis and post-processing.
As we have said in the previous section, TDDFT and BSE are currently used to evaluate, from first
principles, the dielectric function. It has to be said, however, that even though current approxi-
mations to TDDFT manage to give a good description of the loss function, this is not necessarily
the case for the absorption spectroscopy. Especially in solids, where excitonic and local field effects
come out from a competition between short and long range correlations, the use of state-of-the-art
BSE approach is needed. We have detailed elsewhere this issue [21].

Microscopic-macroscopic connection
Even in the case of optical spectroscopy we have to make a link between what is measured, a
spectrum, and the microscopic quantities that are calculated, ε(r, r′, ω). First of all, we have to
correctly consider the response function in these two worlds, microscopic and macroscopic, and
then make the connection between the two. Let’s start from the first one. In the microscopic
world the relation in which the dielectric function appears has to be written as

E(r, ω) =
∫
dr′ε−1(r, r′, ω)D(r′, ω) (1.27)

because D is the external field (as can be seen from the Maxwell’s Eq.(1.22), D is related to the
external charge). Again, we are omitting the tensorial character of the response function and, since
we consider a solid system, it is better to work in reciprocal space

EG(q, ω) =
∑
G′
ε−1

GG′(q, ω)DG′(q, ω) (1.28)

We have seen previously that in order to get the macroscopic quantity for the loss function we
simply have to get the head of the matrix. This was for the loss function. Here we have to describe
what is our macroscopic quantity. The incoming photon in an ellipsometry experiment (whose
range spans from infrared to ultraviolet light) carries a very small q, which is normally considered
zero. That’s why the dipole approximation is used in the oscillator strength term〈

ψf |eiq·r|ψi
〉

= 〈ψf |1 + iq · r + ...|ψi〉 = iq · 〈ψf |r|ψi〉

when one considers the absorption of a photon.11 Now, the wavelength associated to this q → 0
is very big and normally contains the system for which we want to study the response. In this
particular case, it is crucial to pay attention in defining correctly the perturbing quantity, the one
that can be changed at will. It turns out that this is not the macroscopic external potential (or field
D(G = 0, ω)) but an effective (or total) potential. The mathematical derivation of this is reported
in details in two (nice and difficult) articles [59, 60]. We would like nonetheless give the physical
reasons for this. In the case of a perturbation which has a wavelength bigger than the system,
like an optical photon, we can consider the perturbation itself as a macroscopic electric field (and
magnetic field) applied to the system: this can be schematically represented by a condensator.
Looking at Fig.1.9, we see that the potential that can be changed at will (and so representing the
truly pertubing potential in the linear response approach, as mentioned in Appendix A) is a total
potential given by the sum of the external (battery) plus the macroscopic polarization potential. It
is not possible in this case to talk about external measurable potential: the measurable quantity in
the voltimeter will be a total potential. The same reasonement could be done for the magnetic field:

11In practical cases, the dipole approximation is used even in the case of X-ray absorption. Electric quadrupole and
magnetic dipole intervene as very small adjustement [58].
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Figure 1.9: The measurable potential on the voltimeter is a total potential given by the sum of the
external potential given by the battery plus the macroscopic polarization of the system. This total
potential is the one that can be changed at will.

we might insert the system into a solenoid and measuring a given effective (or total) current on the
solenoid coils. So, from a macroscopic point of view (for this specific case of a long wave-length
perturbation like a visible or ultraviolet photon) the perturbing field is the total one. That is way
we often write (see the excellent Jackson book [52], for instance) D = εME. This is correct in a
macroscopic world. This is sometimes referred to the widely used (but rarely explained) sentence:
“Optical absorption is the response to a total potential, contrary, for instance, to EELS that is
the response to an external potential”. It comes now the second issue: creating the connection
between the microscopic response function and the macroscopic ones. We have to put together the
two equations (let’s put the momentum back, considered to be small)

EG(q, ω) = ε−1
G,G′(q, ω)DG′(q, ω) (1.29)

D(q, ω) = εM(q, ω)E(q, ω). (1.30)

Since the macroscopic average of the first equation is just (as we have seen in the previous section)
E(q, ω) = ε−1

00 (q, ω)D(q, ω), we have the final connection

εM(q, ω) = 1
ε−1

00 (q, ω)
, (1.31)

which defines the macroscopic dielectric function as the inverse of the macroscopically averaged
inverse dielectric function. There are two reference articles that are normally cited for this formula,
though they not fully explain why the formula has to be written like it is, in rigorous mathematical
terms [61, 62]. What it is instead very well explained is what is instead the value ε00. It is a
macroscopic quantity, of course, but not the macroscopic dielectric function. To answer that, one
can indeed read Refs.[61, 62], but also ask the simple question: when do ε00 can be considered the
macroscopic dielectric function? Or, in other terms, when ε00 = 1

ε−1
00

, i.e. when the inverse of
a matrix is composed by the inverted elements of the original matrix? Only when the matrix is
diagonal. If we neglect the non-diagonal components G 6= G′ of ε−1, we are considering ε−1 =
ε−1(|r − r′|), like if the system were homogeneous. So ε00 is nothing else than the macroscopic
dielectric function without local fields.
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Chapter 2

From Theory to Code

WE have seen the crucial role played by the inverse dielectric function, either directly,
in the description of optical and loss spectroscopy, or indirectly, in photoemission
(through the screened Coulomb interaction entering the self-energy). This is why lot
of effort has been carried out, in the electronic structure community, to efficiently

describe, in an ab initio way, this function.
As mentioned before, two opposed theoretical approaches have been devised to describe the

calculate (among other things) the dielectric function: the TDDFT, in the density functional for-
malism, and the BSE, within the Green’s function theory. In both cases the answer comes through
the evaluation of another response function:1 the polarizability.

ε−1(r, r′, ω) = δ(r− r′) +
∫
dr′′v(r− r′′)χ(r′′, r′, ω) (2.1)

The full polarizability function is another response function, defined as

δρ(r, ω) =
∫
dr′′χ(r′′, r′, ω)δVext(r′, ω) (2.2)

with ρ(r, ω) defining the induced density and Vext(r, ω) the external perturbation potential. Again
here we are considering only the scalar dielectric function (related to the observables and exper-
iments mentioned in the previous chapter), which connects to the so-called density-density re-
sponse, defined in Eq.(A.2), and to the full rank-2 tensor via ε−1 = ∑

ij εiε
−1
ij εj . Finding χ is of

course equivalent to find ε−1. The advantage of the former is that can be expressed as a modification
of the independent particle polarizability, for which an analytical expression exists [63–65].

2.1 TDDFT and the DP code
Within TDDFT the polarizability can be written, in reciprocal space, as a Dyson equation [21, 36–
38]

χGG′(q, ω) = χ0
GG′(q, ω) + χ0

GG′′(q, ω) [vG′′G′′′(q) + f xc
G′′G′′′(q, ω)]χG′′′G′(q, ω), (2.3)

with χ0 being the independent-particle polarizability and f xc the unknown exchange-correlation
kernel. Here and after, an implicit sum over repeated indeces should be considered. Eq.(2.3) is

1We talk here about the linear response function, because it enters in the optical absorption, in the loss function
and in photoemission. However other spectroscopies, like harmonic generation for instance, or the reponse to intense
laser fields, do not fall into the linear regime. The linear polarizability (or the dielectric function as defined in the
material relation) is only one observable of the Green’s function theory or TDDFT, that are indeed exact to all
regimes, not restricted to linear response.
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implemented in the DP code [66], a plane-wave code, working in reciprocal space and frequency
domain. The language of the code is Fortran, with some insertion of C (parser, utilities) and
perl scripts for tests. The releases are tested for several platforms, thanks to a buildbot testfarm
(http://http://dev.abinit.org/environment/buildbot). Several linear algebra libraries can
be linked, thanks to an adaptive interface, either free, like lapack+blas, atlas, or proprietor, like
cxml, asl, imsl or essl. The FFTW3 are the preferable fft libraries, but interface with cxml, asl,
goedecker-fft are also provided. The goedecker-fft library itself is provided as well. The DP code
was born in Rome, during V.Olevano’s PhD with Rodolfo Del Sole. The development then moved
to Palaiseau, where Valerio did his post-doc, before being hired by the CNRS. At that time (2000),
I was starting my PhD with Lucia Reining and Valerio. In the last 15 years many things have
changed in the code: several approximations for the exchange-correlation kernel have been added
(to the original RPA and ALDA [21]), the code has been parallelized, the interface with other
codes improved, etc. However the basic structure stay the same. In short, two main tasks have to
be carried out:

1. Creation of the independent particle polarizability

χ0
GG′(q, ω) =

∑
nmk

ρ̃nmk(q + G)ρ̃∗nmk(q + G′) (fnk−q − fmk)
ω − (εmk − εnk−q) + iη

(2.4)

where nmk is a transition from a band n (at k − q) to a band m (at k), ρ̃nmk(q + G) =∫
drψnk−q(r)ei(q+G)·rψ∗mk(r) is the oscillator strength of the transition (built with Kohn-

Sham orbitals) and εmk − εnk−q is the energy transition. The transition is possible only if
the occupation number condition is fulfilled (fnk−q − fmk). All this implies that the DP
code needs the output (eigenvalues, wavefunctions and occupation numbers) of a ground-
state DFT code. At today, we have interfaces with the Abinit [67] and Quantum Expresso
[68] projects. The evaluation of χ0 is the most expensive part (with one exception: the
Nanoquanta kernel) of the calculation. The scaling is o(Nat)4, so quite bad, but with a very
small prefactor. In addition, this procedure is very simple to parallelize. We have in fact
adopted for DP, a triple possible parallelization strategy: both MPI or OpenMP can be used
to parallelize the loop over transitions (the big sum in Eq.(2.4)); very recently, thanks to a
PRACE project carried out in collaboration with the Maison de la Simulation,2, this loop
has been ported over GPU (following the CUDA directives) [69]. Since the transitions are
decided at the very beginning, the memory distribution over processors is very effective,
making it possible to calculate even systems with thousand of electrons.

2. Once the independent particle polarizability evaluated, the full polarizability is the result of
the Dyson equation

χGG′(q, ω) =
[
δG̃G̃′ − χ0

G̃G̃′′(q, ω)
(
vG̃′′G̃′(q) + f xc

G̃′′G̃′(q, ω)
)]−1

GG′′
χ0

G′′G′(q, ω) (2.5)

which again can be easily parallelized (over energies ω). This part of the calculation, which
is indeed responsible for the local field effects, excitonic effects, confinement, polarization,
etc. does not alter significantly the computational time of a typical run. Several approx-
imations are possible for f xc: RPA (indeed f xc = 0), ALDA, the long-range kernel [70],
the Nanoquanta kernel [71–73] (derived from a BSE-like formula3 and, since recently, the
bootstrap kernel [74–76].

All TDDFT-related results shown in the summary of research are obtained with the DP code.
2The Maison de la Simulation is one of the PRACE Advanced Training Centres (PATC) in Europe, and is located

in the new University Paris-Saclay site. Main objective is to help researchers in developing very high level parallel
computing. http://www.maisondelasimulation.fr/

3This constitute also the only exception in the evaluation of the run time: being BSE-like, this term is very difficult
to calculate and takes much more time than the evaluation of χ0. See details in [21].
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2.2 BSE and the EXC code
Analogously to TDDFT, also within Many-body theory we can define an in principle exact equa-
tion for the linear response function χ, that we call L following the historical term [39]: the
Bethe-Salpeter equation.

L(1, 2, 3, 4) = L0(1, 2, 3, 4) + L0(1, 2, 5, 6)
(
v(5, 7)δ(56)δ(78) + δΣ(5, 6)

δG(7, 8)

)
L(7, 8, 3, 4), (2.6)

where we have used the convention (1) = (r1, t1). We can immediately see the similarities between
Eq.(2.7) and Eq.(2.3). Both are Dyson equations in which the full polarizability is expressed as:
i) an indipendent particle term, χ0 for TDDFT, L0 = GG for the BSE;4 ii) plus something else,
related to the variation of the potentials (v and f xc for TDDFT, as variation of the Hartree and
exchange-correlation potential; v and δΣ/δG for the BSE as the variation of the Hartree potential
and self-energy). But there are also important differences: first of all, the BSE is a four-point
equation, contrary to the two-point character of TDDFT (this is related to the mathematical tools
involved in the two approaches: in one case, TDDFT, we have propagation of density, in the other
propagation of two particles, the electron and the hole, for instance). And the kernel of the Dyson
equation is different: instead of the completely unknown f xc, we have the variation of the self-
energy, for which reliable approximations exist. Making use of the so-called GW approximation
for the self-energy [77], we have the well-known formula

L(r1, r2, r3, r4, ω) = L0(r1, r2, r3, r4, ω)+
L0(r1, r2, r5, r6, ω) (v(r5, r7)δ(56)δ(78)−W (r5, r6)δ(57)δ(68))L(r7, r8, r3, r4, ω), (2.7)

where several approximations have been used ( δW
δG

= 0, static W , istantaneous creation of the
electron-hole pairs) [21]. The crucial point here is the static W = ε−1(ω = 0)v,5 that permits
one to have a frequency-independent kernel and so to transform the 4-point inversion problem in
Eq.(2.7), into a matrix inversion in transition space

Ltt′ = 1
Hexc
tt′ − Iω

(2.8)

where Hexc is the excitonic hamitonian, containing all the information about L0, v,W , and having
defined the polarizability in the transition space (t transition between band n (at k − q) to a band
m (at k))

Ltt′ =
∫
dr1dr2dr3dr4L(1, 2, 3, 4)φnk−q(r1)φ∗mk(r2)φ∗n′k′−q(r3)φm′k′(r4). (2.9)

Now Eq.(2.8) can be solved in many ways:

i) The most direct one is to diagonalise the excitonic matrix Hexc
tt′ A

t′
λ = EλA

t
λ, in order to have

the polarizability thanks to the spectral representation of the inverse of an operator, like

Ltt′ = 1
Hexc
tt′ − Iω

=
∑
λλ′

Atλ S−1
λλ′ A

∗t′
λ′

Eλ − ω
, (2.10)

4This is not strictly speaking a non-interacting term, because the function G is a fully interacting one-particle
Green’s function. However this term constitutes the decoupled (hence the 0 exponent) propagation of two particles,
like the electron and the hole.

5Even though attempts to relax this contraint have been made in the past [78–81], no practical implementation
for real material has been developed. Lorenzo Sponza, in his PhD thesis [82], has investigated a convenient approach
where the dynamical effects can be introduced both in the one-particle and in the two-particle Green’s function on the
same footing. At today this looks the most promising direction for dynamical effects in the BSE, though not finalised
yet.
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(here S−1
λλ′ is the overlapping matrix, due to the fact that Hexc

tt′ is not Hermitian, so it has
left and right eigenvectors). This method offers clear advantages (full spectrum automatically
obtained, powerful analysis possible), but also some drawbacks (the full diagonalisation is a
N3 problem (with N = number of transitions), the whole Hamiltonian have to be kept in
memory, the parallelization of the diagonalization problem is never simple).

ii) The conjugate-gradient method can be used [83] to select few lower-energies eigenvalues and
eigenvectors for the formula Eq.(2.10). Even few eigenvectors are enough to have an optical
spectrum, of course, at the onset of the inter-band transitions. However, as in any conjugated-
gradient approach, the method only works if the matrix is not ill-conditioned and there’s a
clear separation among the eigenvalues [84]. Since the excitonic matrix is dense, especially
in solid systems, this method can be applied only in cases where one wants to study bound
excitons. The scaling of the method is N2.

iii) The eigenvalue problem can be transformed into an initial value problem, in which a starting
vector can be evoluted in (imaginary) time, via successive application of matrix-vector molti-
plication (the matrix is the excitonic matrix), as described in Ref.[85, 86]. Also this method
scales as N2, but one obtains directly the spectrum, not eigenvalues and eigenvectors. Anal-
ysis of the different features of a spectrum is then difficult, if not impossible.

iv) Another iterative scheme is the Haydock inversion scheme [87, 88], which, similarly to the
previous method, is based on a ripetitive matrix-vector multiplication. The great advantage
of these iterative schemes, besides the reduced scaling (also Haydock scales as N2), is the
memory occupation and parallelization scheme. A matrix-vector multiplication can be car-
ried out by stripes, so that a processor can deal with only a part of the problem, with a virtual
perfect memory distribution. The intercommunication which results from this approach is
very low.

The EXC code [89] is an open-source project, which implement indeed the BSE, in tran-
sition space and frequency domain. Like DP, the language of the code is Fortran, with
some insertion of C (parser, utilities) and perl scripts for tests. The releases are tested
for several platforms, thanks to a buildbot testfarm (http://http://dev.abinit.org/
environment/buildbot). Several linear algebra libraries can be linked, thanks to an adap-
tive interface, either free, like lapack+blas, atlas, or proprietor, like cxml, asl, imsl or essl.
The FFTW3 are the preferable fft libraries, but interface with cxml, asl,
goedecker-fft are also provided. The goedecker-fft library itself is provided
as well. This code has to be used on top of: (1) a ground state calculation;
(2) a gw calculation for the quasi-particle energies (this step can be avoided,
if a scissor operator approximation is adopted); (3) rpa calculation for the
statiscally screened Coulomb interaction. For what concerns the excitonic
hamiltonian solver, methods i) and iv) are implemented. For detailed explanation, see Ref.[21] for
the full diagonalization, and Ref.[90] for the implementation of the Haydock method.
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Chapter 3

Theoretical Developments

3.1 Quest for a better TDDFT kernels

THE most used approach for the electronic excitations in solids is represented by time
dependent density functional theory (TDDFT) [36, 91]. The problem of TDDFT is
that its (by far) most used approximations, the Adiabatic Local Density approximation
(ALDA) [91] or the Generalized Gradient corrected (GGA) [92] approximation fail in

describing the optical properties of solids. More sophisticated approaches, derived from many-
body perturbation theory (MBPT), have been able to reproduce, ab initio, the effect of the electron-
hole interaction in extended systems, not least thanks to an explicit long-range contribution [70,
73, 79, 93, 94]. This long-range interaction strongly influences spectra like optical absorption or
energy loss spectroscopy, especially (but not only) for relatively small momentum transfer (where
the value 1/|q|2 can be very big).

In a work conducted in collaboration with Margherita Marsili (my post-doc at the time), we
have shown that this kind of kernel is even able to reproduce the hydrogen-like excitonic series
in the photoemission gap of a rare gas solid. This provided for the first time a formulation,
though cumbersome, for the description of optical properties of solids. The main article with
this outcomes [95] has been followed by many other articles and this implementation is known
to work in at least 4 widely distributed codes: DP (http://www.dp-code.org)[66], YAMBO
(http://www.yambo-code.org) [96], EXCITING (http://exciting-code.org) [97], and VASP
(https://www.vasp.at/) [98].
PLEASE REFER TO THE ATTACHED ARTICLE

The question of a parameter-free, but quick TDDFT calculation of excitonic effects in solids
is still however an unsolved problem. Most recently we have developed a new, much simpler,
formulation for the exchange correlation kernel working within TDDFT, able to describe the
optical properities of semi-conductors in a very efficient way. Though the spectrum of wide-gap
insulators is not yet well-described, this method permits at least to have a very good prediction of
the exciton binding energies. It has just been published on PRL [76]. Actually the first spark in this
direction came from a recent paper published by Sharma and co-workers [74], that stirred up a lot
of attention in the electronic excitations community with very good results for optical absorption
of solids. Unfortunately, after a careful investigation, the promising results had to be revisited, but
the value of an ab initio description of excitonic effects is semiconductors is still very important.
Also, without that first work, we wouldn’t have come out with our guided iterative scheme.
PLEASE REFER TO THE ATTACHED ARTICLE
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We present calculations of the absorption spectrum of semiconductors and insulators comparing various
approaches: �i� the two-particle Bethe-Salpeter equation of many-body perturbation theory; �ii� time-dependent
density-functional theory using a recently developed kernel that was derived from the Bethe-Salpeter equation;
and �iii� a mapping scheme that we propose in the present work and that allows one to derive different
parameter-free approximations to �ii�. We show that all methods reproduce the series of bound excitons in the
gap of solid argon, as well as continuum excitons in semiconductors. This is even true for the simplest static
approximation, which allows us to reformulate the equations in a way such that the scaling of the calculations
with the number of atoms equals the one of the random phase approximation.
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Time-dependent density-functional theory �TDDFT�1 is
more and more considered to be a promising approach for
the calculation of neutral electronic excitations, even in ex-
tended systems.2,3 In linear response, spectra are described
by the Kohn-Sham independent-particle polarizability �0

KS

and the frequency-dependent exchange-correlation �XC�
kernel fxc. The widely used adiabatic local-density
approximation4,5 �TDLDA�, with its static and short-ranged
kernel, often yields good results in clusters but fails for ab-
sorption spectra of solids. Instead, more sophisticated ap-
proaches derived from many-body perturbation theory
�MBPT�6–10 have been able to reproduce, ab initio, the effect
of the electron-hole interaction in extended systems, not least
thanks to an explicit long-range contribution.6,11,12 The latter
strongly influences spectra like optical absorption or energy
loss, especially for relatively small momentum transfer.

Here we show that this kernel is even able to reproduce
the hydrogenlike excitonic series in the photoemission gap of
a rare gas solid. However, the kernel has a strong spatial and
frequency dependence, and its evaluation requires a signifi-
cant amount of computer time. We therefore tackle the ques-
tion of a parameter-free, but quick TDDFT calculation of
excitonic effects in solids, which has been so far an unsolved
problem, and show that a much more efficient formulation
can indeed be achieved. In particular we demonstrate how it
is possible for a wide range of materials to obtain good ab-
sorption spectra including excitonic effects with a static ker-
nel leading in principle to a random phase approximation
�RPA�-like scaling of the calculation with the number of at-
oms of the system.

Atomic units are used throughout the paper. The vectorial
character of the quantities r ,k ,G ,q �where k and q are vec-
tors in the Brillouin zone, and G is a reciprocal lattice vector�
is implicit. Only transitions of positive frequency �i.e., reso-
nant contributions�, which dominate absorption spectra, are
considered throughout.

Let us first concentrate on the absorption spectrum of
solid argon. The low band dispersion, together with the small
polarizability of the solid, conjures a picture where the

electron-hole interaction is very strong and gives rise to a
whole series of bound excitons below the interband thresh-
old. As in the optical spectra of other rare gas solids, the first
exciton is strongly bound �in argon by �2 eV�, falling in the
class of localized Frenkel13 excitons. Closer to the con-
tinuum onset at 14.2 eV, one finds more weakly bound
Mott-Wannier14 type excitons in a hydrogenlike series. In the
ab initio framework, such a complex spectrum is typically
described by the solution of the four-point �electron-hole�
Bethe-Salpeter equation �BSE�.2,15,16 In Fig. 1 we show the
optical spectrum of solid argon calculated within the BSE
approach, and within TDDFT both using TDLDA17 and the
MBPT-derived kernel.7 The agreement of the BSE curve
with experiment �line-circles�20 �and with previous BSE
calculations19� is good, concerning both position and relative
intensity of the first two peaks. It should be noted that the
experiment shows double peaks due to spin-orbit splitting,
which is not taken into account in our calculations. The latter
yields the singlet excitons that should essentially relate to the
hole with j=1/2 and be compared with the n� peaks. Besides
the spin-orbit splitting, the pseudopotential approximation as
well as the construction of a static W from LDA ingredients
contribute to the remaining discrepancy with experiment. In
spite of these limitations, the n�=3 peak can also be de-
tected, although the 2048 k points used to calculate the spec-
trum are not sufficient to discuss it quantitatively, nor to
describe the higher peaks. Instead, the first two peaks require
less k points and, as can be seen in the inset, are already
well-reproduced with 256 k points. In the following we
therefore concentrate on these two structures and perform all
calculations with 256 k points.

The BSE definitely improves upon the TDLDA �dotted
line�, which shows a structureless broad curve, clearly miss-
ing the bound excitons. Instead, the kernel of Ref. 7 �full
curve in Fig. 1� leads to the same accuracy as the BSE, both
for the Frenkel exciton and for the following structures. This
demonstrates the potential of the method and shows that the
MBPT-derived kernel can be used to quantitatively predict
the absorption spectra of a wide range of materials, including
the insulating rare-gas solids.
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However, the method is still computationally demanding.
Indeed in the MBPT-derived TDDFT approach, the same as
for the BSE two-particle Hamiltonian, one has to evaluate
the matrix elements Ftt�

BSE of the statically screened electron-
hole Coulomb interaction W,

Ftt�
BSE = − 2��� dr1dr2�̃t

*�r1,r2�W�r1,r2��̃t��r1,r2� , �1�

where the product �̃t�r1 ,r2�=�vk�r1��ck+q
* �r2� of two KS

wave functions � is a generalized nonlocal transition term;
here t is an index of transition with momentum transfer q,
i.e., t= �vckq�, from valence vk to conduction ck+q states.
�=2/ �Nk�0� with Nk the number of k points and �0 the
volume of the unit cell. The calculation of Ftt�

BSE scales with
the number of atoms Nat as NrNt

2�Nat
5 , where Nr is the num-

ber of points in real space, and Nt is the total number of
transitions. Following Ref. 7, one then constructs an approxi-
mate kernel fxc

eff,A=�0
−1TA

eff�0
−1 with

TA
eff�r,r�,�� = ��

tt�

�t�r�
�� + i	 − 
Et�

Ftt�
BSE

�t�
* �r��

�� + i	 − 
Et��
,

where �t�r1�=�̃t�r1 ,r1� and 
Et are differences between
quasiparticle �QP� eigenvalues. fxc

eff,A is an approximation to
the “many-body” kernel fxc

mb that has to be used in conjunc-
tion with an independent particle response function �0 built
with QP energies instead of Kohn-Sham �KS� ones as in pure
TDDFT. This kernel simulates hence to good approximation
the electron-hole interaction that is described by the BSE.7

Even though this construction can be optimized,9 the method
is at least an order of magnitude slower than an RPA calcu-
lation. In the following we show how this problem can be
overcome.

We concentrate on the irreducible polarizability P that
yields via the bare Coulomb interaction v the reducible po-
larizability � from the matrix equation �= P+ Pv�, and the
inverse dielectric matrix �−1=1+v�. All quantities are func-
tions of q and frequency �, and matrices in G ,G�. Absorp-
tion spectra are then obtained from Abs���
=limq→0 Im�1/�00

−1�q ,���. The polarizability P is determined

from the screening equation P=�0+�0fxc
mbP. In this equation

we can now insert to the left and right of fxc
mb the identity 1

=XX−1=X−1X, providing that X is a nonsingular function.
This yields

P = �0 + �0X−1TX−1P , �2�

where T=Xfxc
mbX. We choose a matrix of the form X

=��tgt����t�r��t
*�r��, where gt��� is an arbitrary function.

The term T contains an explicit sum over matrix elements
Ftt�

TDDFT=4���dr1dr2�t
*�r1�fxc

mb�r1 ,r2 ,���t�r2� in a basis of
transitions �t, namely

T�r,r�,�� = ��
tt�

gt����t�r�Ftt�
TDDFTgt�����t�

* �r�� . �3�

The exact Ftt�
TDDFT is of course not known. However, in the

spirit of Refs. 6 and 7 we now replace the unknown matrix
elements Ftt�

TDDFT with the BSE ones, given by Eq. �1�. With
this mapping, T is approximated as

T → Teff = ��
tt�

gt����t�r�

�	� dr1dr2�̃t
*�r1,r2�W�r1,r2��̃t��r1,r2�


��t�
* �r��gt���� = X�3�W�3�X , �4�

where we have defined a three-point right and left X operator

as X�3��r1 ;r2r2� ;��=��tgt����t�r1��̃t
*�r2 ,r2�� and

�3�X�r1r1� ;r2 ;��=��tgt����̃t��r1 ,r1���t�
* �r2�. Here it is im-

portant to underline that Ftt�
TDDFT are constructed as matrix

elements of the local �t�r�, whereas Ftt�
BSE are matrix ele-

ments of the nonlocal �̃t�r ,r��. In fact the mapping �4� is not
an exact operation because Ftt�

BSE cannot be expressed as a
matrix element �between �t and �t�� of a single fxc

mb for all
t , t�.6,7,21 Therefore fxc

eff=X−1TeffX−1 can be different from fxc
mb,

and the quality of the resulting spectra will depend on the
choice of X. If a certain freedom in the choice of gt can be
exploited, one may find approaches that boost the computa-
tional efficiency with respect to fxc

eff,A, i.e., the expression of
Ref. 7
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FIG. 1. �Color online� Absorption spectrum of
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kernel of Ref. 7 �solid� are compared �only the n�
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In the following we will first illustrate, with the example
of bulk silicon and solid argon, how different choices for
gt��� can lead to very similar spectra.

We label with calligraphic letters the different choices A,
B, C, and D that stand for

�A� gt��� = 1/�� − 
Et + i	� �i.e., X = �0� ,
�B� gt��� = Im�1/�� − 
Et + i	�� ,

�C� gt��� = 1/
Et, �D� gt��� = 1. �5�

The first choice �A� defines nothing but the case X=�0, as
proposed in Ref. 7 and leading to fxc

eff,A above; in the second
case �B� only the imaginary part is taken from the denomi-
nator of the independent particle polarizability �very local-
ized function in frequency�; the cases �C� and �D� describe
simple static choices for gt���.

The inset of Fig. 2 shows the optical absorption of bulk
silicon calculated with the BSE and within TDDFT, using
these mapping kernels �A ,B ,C ,D�; the TDLDA result is
also shown in order to emphasize the little differences among
the mapping kernels, compared to the huge improvements of
�A ,B ,C ,D� with respect to TDLDA. The description of the
optical absorption of Argon is a much more stringent test. In
Fig. 2 we see that all the different kernels ��A� being slightly
better than the others� are able to well reproduce the exci-
tonic series and to strongly improve upon the TDLDA result
�dotted curve�. This is especially surprising for choices �C�
and �D�: bound excitons have up to now only been obtained
using either the full, strong frequency dependent kernel9 or a
frequency dependent long-range model ��+
�2� /q2,22

whereas a static scalar model can at best yield one single
bound exciton, with largely overestimated intensity, by tun-
ing appropriately two model parameters.21 Our excellent re-
sults of Fig. 1 show that even a static parameter-free two-
point kernel is able to reproduce a series of strongly bound
excitons.

It is now crucial to understand and hence predict the per-
formance of the various choices, and to elucidate whether
one can choose any possible X. To this aim we start from the
four-point Bethe-Salpeter equation �4�P= �4��0+ �4��0W�4�P,
and contract the left and right indices. We obtain hence P
=�0+�0

�3�W�3�P, where we have defined a three-point right �0

as �0
�3�= �4��0�r1 ,r1 ;r2 ,r2� ;�� and a three-point left polariz-

ability �3�P= �4�P�r1 ,r1� ;r2 ,r2 ;��. Now, inserting the identity
1=�0�0

−1, we obtain
P = �0 + �0�0

−1�0
�3�W�3�P . �6�

On the other hand using the mapping �4� in Eq. �2�, we
obtain the approximate polarizability

Peff = �0 + �0X−1X�3�W�3�XX−1Peff. �7�

If TDDFT is to reproduce the BSE results, Peff resulting from
Eq. �7� must be equal to P of Eq. �6�.

It should be noted that in principle the matrix X can be
chosen differently for the left and for the right side of W in
Eqs. �7� and �2�. Concentrating first on the left side, the
choice X=�0, i.e., gt���=1/ ��+ i	−
Et� recovers exactly
the left side of W in Eq. �6�. The right side is still to be
optimized. The comparison between Eqs. �6� and �7� sug-
gests to choose X= P. Of course this is not the solution of the
problem, since �i� P is the quantity we are looking for and
�ii� P cannot be expressed as a sum over KS transitions re-
specting the ansatz for X. Hence one can only try to find a
good guess. Again, A, with X=�0 seems a good choice. In
fact, in a solid the joint density of states calculated in GW is
very close to the density of transition energies calculated
from the BSE; i.e., �0 from GW and P from the BSE have a
very similar distribution of poles.23 Concerning the other
choices, it is useful to note that P�3� and P have the same
poles; the same statement holds for X�3� and X. If, in Eq. �7�
the poles of X�3� canceled with the zeroes of X−1, and no new
poles were introduced, one would just find the poles of Peff

in the right side of W in Eq. �7�, right as for P in Eq. �6�.
However, X−1 has poles that lie between the poles of X.
These new poles are not problematic for energies in the con-
tinuum, but they can lead to spurious structures when they
appear isolated, i.e., in the band gap. It turns out that this
effect is particularly strong when the poles of X are in the
vicinity of the bound excitons. This is for example the case
when one chooses X=�0

KS �i.e., gt���=1/ ��+ i	−
Et
KS�,


Et
KS being the difference between KS eigenvalues�: indeed,

the pink circles in Fig. 2 show the bad performance of that
choice.

We have, in fact, verified that the spectra are generally
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very stable as long as we choose an X that �i� either does not
have any poles �static choices�; or �ii� has poles in the con-
tinuum �like �0�; or �iii� has poles at very low energies, much
lower than all poles of Peff. This confirms that a wide range
of choices for X is indeed possible. Moreover, this observa-
tion is valid for a wide range of materials: we have per-
formed the same test calculations for the prototype materials
diamond and SiC, with similar conclusions.

As pointed out above, the aim is to avoid the unfavorable
scaling of the calculations, determined essentially by the
evaluation of Ftt

BSE via Eq. �1�. Choice �D� is of course par-
ticularly simple and promising. In fact even when it is used
as it is in Eq. �4�, the static choice �D� leads to a speedup
with respect to choice �A�.7 More importantly, it allows one
to recombine the sums and integrals in Eq. �4� in a more
convenient way. The latter equation, once �D� is chosen, can
in fact be written as

Teff�q,G,G�� = − 4��2 �
kq̃G̃G̃�

WG̃,G̃��q̃��
�0

drdr�dr̃dr̃�e−ıGr

�eıG�r�Ak�r, r̃�Bk−q�r̃�,r�Ak+q̃�r̃,r��

�Bk+q̃−q�r�, r̃��eıG̃r̃e−ıG̃�r̃�, �8�

where Ak�r ,r��=�vuvk
* �r�uvk�r�� and Bk�r ,r��

=�cuck
* �r�uck�r��, with the u’s representing the periodic part

of the KS wave function �vk�r�=e−ıkruvk�r�. WG , G�
˜ �q̃�˜ is the

reciprocal space Fourier transform of the statically screened
Coulomb interaction, with q̃ the difference between two k
points in the Brillouin zone. For q→0 we have the special
case of vanishing momentum transfer q �e.g., for optical ab-
sorption�; Eq. �8� is the general formula valid for any q in
order to treat also, e.g., electron energy loss or inelastic x-ray
scattering.

The scaling of Eq. �8� is in principle Nat
4 , but with a

clearly dominant contribution given by the spatial integrals,
which scales as Nr

3 ln�Nr��Nat
4 .24 Note that Nat

4 is the scaling
of the construction of �0 itself.25 In other words, this formu-
lation offers the possibility to determine absorption spectra
including excitonic effects with a workload comparable to
the RPA.

In conclusion, we have calculated the absorption spectra
of solid argon, both by solving the Bethe-Salpeter equation
and by time-dependent density functional theory using a
MBPT-derived mapping kernel. Both methods yield results
in good agreement with experiment and reproduce well po-
sitions and relative intensities of the peaks, with a drastic
improvement over TDLDA results. We have then introduced
a method that allows one to derive a variety of approxima-
tions for the TDDFT kernel; these can be used to tune com-
putational efficiency while maintaining most of the precision
of the original formulation. The method has been tested for
solid argon, silicon, diamond, and silicon carbide. The good
results, in turn, have allowed us to propose a reformulation
of the kernel �Eq. �8�� that leads to a TDDFT calculation
with the same quality of the BSE, but with an RPA-like
scaling �Nat

4 , rather than Nat
5 . This, we believe, can constitute

a real breakthrough for practical applications where a low
computational effort, that characterizes TDDFT, and a pre-
cise description of many-body effects, like in the BSE, are
required.27
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A major obstacle for computing optical spectra of solids is the lack of reliable approximations for
capturing excitonic effects within time-dependent density functional theory. We show that the accurate
prediction of strongly bound electron-hole pairs within this framework using simple approximations is still
a challenge and that available promising results have to be revisited. Deriving a set of analytical formulas
we analyze and explain the difficulties. We deduce an alternative approximation from an iterative scheme
guided by previously available knowledge, significantly improving the description of exciton binding
energies. Finally, we show how one can “read” exciton binding energies from spectra determined in the
random phase approximation, without any further calculation.

DOI: 10.1103/PhysRevLett.114.146402 PACS numbers: 71.15.Qe, 71.10.-w, 71.35.-y, 78.20.Ci

The response of materials to an electromagnetic field is a
key to many properties and applications. In the frequency
range from infrared to ultraviolet, the optical properties
determine the color of materials, their ability to absorb
sunlight, and much more. They lay the ground for nonde-
structive spectroscopies, such as ellipsometry, that can tell us
much about the electronic or atomic structure of materials.
However, theoretical tools are needed that allow one to
analyze, understand, and predict measured results and
desired or undesired properties. These tools should be
reliable and versatile, but simple enough to be applicable
to systems of fundamental or technological interest, which
are often rather complex. One of the major challenges is to
design approximations for the ab initio calculation of optical
spectra of extended systems such as solids and liquids [1].
The state-of-the-art approach for the ab initio calculation

of optical spectra consists in using the Kohn-Sham elec-
tronic structure coming from a density functional theory
calculation as the starting point for a quasiparticle band
structure calculation in the GW approximation, and the
subsequent solution of the Bethe-Salpeter equation (BSE) to
account for the electron-hole interaction [1–5]. The scheme
is successful; in particular, excitonic effects are well
described. However, the calculations are computationally
demanding, because of the two-particle (electron and hole)
nature of the problem.Alternatively, time-dependent density
functional theory (TDDFT) [1,6,7] formulates the response
in terms of variations of local potentials that are functionals
of the time-dependent density. This reduces the size of the
problem, but raises the question of how to find a good
approximation for the time-dependent exchange-correlation
(xc) potential vxc and its first derivative, the xc kernel
fxcðr; r0; t − t0Þ ¼ δvxcðr; tÞ=δnðr0; t0Þ, where n is the

time-dependent electron density. Some simple but widely
used approximations such as the adiabatic local density
approximation [8,9], which are often successful for finite
systems and for electron energy-loss spectra, yield disap-
pointing results similar to the random phase approximation
(fxc ¼ 0) [7,10] for absorption spectra of solids.
Many works, e.g., Refs. [11–16], try to overcome this

problem. A class of successful kernels has been derived
from the BSE [17–22]. The nanoquanta kernel [20–23]
gives results close to BSE ones, but with a comparable
computational cost, although suggestions for speedups
have been made [24]. The long-range corrected (LRC)
kernel [23,25] fLRCxc ¼ −α=q2 with the correct divergence
for small wave vectors q is a simple scalar approximation of
the nanoquanta kernel. fLRCxc , with α empirically determined
from the static dielectric constant of the crystal [25], works
well for continuum excitons in semiconductors [26–28].
However, it fails to reproduce bound excitons, unless α is
set ad hoc to a much higher value than in Ref. [25]. In this
case, a transition may appear within the quasiparticle gap
[29–31], but with too high oscillator strength [29].
Alternatively, the so-called bootstrap (BO) kernel [32]

also has the correct 1=q2 behavior; the prefactor is
determined self-consistently, and it goes beyond the scalar
version. Promising results have been published [32,33] for
continuum and bound excitons, and the exciton binding
energies of a range of small- and large-gap semiconductors
have been calculated [34,35]. However, the BO expression
has not been derived, but rather justified by observations,
and the predictive power of the approach has not yet been
demonstrated. Indeed, as we will show below, the BO does
not lead to reliable absorption spectra, sometimes not even
qualitatively.
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The aim of this work is to elucidate the origin of the BO
and of its shortcomings, in order to go beyond. We show
that a BO-like expression can indeed be derived, but it is
slightly different from the ad hoc (i.e., without derivation)
one of Ref. [32] and it leads to improvements, in particular
for exciton binding energies. The computational cost can
be further significantly reduced thanks to simple analytical
formulas. In particular one can “read” exciton binding
energies from results obtained in the random-phase
approximation (RPA), without any further calculation.
Optical spectra of solids are obtained from the imaginary

part of the macroscopic dielectric function ϵMðωÞ, which
can be calculated from

ϵMðωÞ ¼
1

ϵ−100 ðωÞ
¼ 1 − v0χ̄00ðωÞ; ð1Þ

where ϵGG0 ðωÞ is the q → 0 limit of the microscopic
dielectric matrix ϵGG0 ðq;ωÞ in a basis of reciprocal lattice
vectors. 00 indicates the head (G ¼ G0 ¼ 0) element of the
matrix, v0 is the long-range (G ¼ 0;q → 0) part of the
Coulomb interaction, and χ̄, the linear density response to
the total macroscopic classical potential [1], is obtained
from the matrix (in G;G0) Dyson equation

χ̄ðωÞ ¼ χ̄RPAðωÞ þ χ̄RPAðωÞfxcðωÞχ̄ðωÞ; ð2Þ

χ̄RPAðωÞ ¼ χ0ðωÞ þ χ0ðωÞv̄χ̄RPAðωÞ ð3Þ

with v̄ the Coulomb interaction without the G ¼ 0 compo-
nent v0, and χ0 the independent-particle response function.
The RPA solution χ̄RPAðωÞ includes crystal local field
effects (LFE) through v̄. Note that χ0 is in principle the
Kohn-Sham independent-particle response function.
However, here we build χ0 with quasiparticle energies,
e.g., from aGW calculation (see the Supplemental Material
for details [36]). Hence fxc does not have to simulate the gap
opening with respect to the Kohn-Sham gap. This often
adopted strategy for TDDFT in solids allows one to simplify
the kernel significantly, and is used also for the BO kernel
[32]. The latter is a static matrix (middle term below)

fBOxc;GG0 ¼ ϵ−1GG0 ð0ÞvG0

1 − ϵRPA00 ð0Þ →
1

ϵMð0Þχ000ð0Þ
: ð4Þ

Often one can consider just the head element fxc;00 without
altering results significantly. The BO kernel is then the last
term of Eq. (4), and Eq. (2) for χ̄00 is scalar [53]. For clarity,
in the following we will work with scalar equations unless
stated. We have performed a detailed study for a family of
matrix kernels [54] and found that results for the full matrix
fBOxc are similar to the present scalar version. We hence drop
the subscripts 0 and consider the head of χ̄RPA and fxc.
In Ref. [32] the equivalent of Eqs. (1), (2), and (4) were

iterated numerically to self-consistency. However, this can
easily be avoided since Eqs. (1), (2), and (4) combine to a
quadratic equation for ϵMð0Þ with two solutions

ϵMð0Þ ¼
1

2

�
1þ χ̄RPA

χ0
− vχ̄RPA

�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4

�
1þ χ̄RPA

χ0
− vχ̄RPA

�
2

−
χ̄RPA

χ0

s
; ð5Þ

where all quantities are static. Only the solution with the plus
(þ) sign is meaningful, since in the limit of strong screening
and neglecting LFE it leads to the RPA solution ϵRPAM →
1 − vχ000 as expected. The minus sign would lead to ϵM → 1.
Given χ0 and χ̄RPA, the static ϵMðω ¼ 0Þ from Eq. (5) and
hencefBOxc fromEq. (4) arenumbers that canbedeterminedon
a pocket calculator and then used in Eq. (2) to correct a given
RPA spectrum for excitonic effects.We have checked that the
converged iterative results and those of Eq. (5) are indis-
tinguishable.Thenext order in the strong screening expansion
of Eq. (5) yields ϵMðω ¼ 0Þ ¼ ϵRPAM ðω ¼ 0Þ þ 1, which
agrees with the typical magnitude of excitonic effects on
the dielectric constant of semiconductors (see, for example,
Table I of Ref. [25]).
Bound excitons occur when ImϵMðω0Þ, and hence

Imχ̄ðω0Þ, is nonvanishing at energies ω0 within the quasi-
particle gap, where χ0 and χ̄RPA are real. Since the scalar fxc
in Eq. (4) is real, the imaginary part of Eq. (2) is [29]

fxc ¼
1

χ̄RPAðω0Þ
: ð6Þ

With Eq. (4), the position ω0 of the first excitonic peak
inside the gap is then the implicit solution of

χ̄RPAðω0Þ ¼ ϵMð0Þχ0ð0Þ: ð7Þ
By plotting ReϵRPAM ðωÞ and comparing to the static
1 − vϵMχ0 with ϵM from Eq. (5), one can hence read
exciton binding energies from a RPA spectrum. For
illustration, we show bulk silicon, LiF, and solid argon.
The black solid lines in Fig. 1 show the real part of ϵRPAM ðωÞ
for the three materials (for computational details, see the
Supplemental Material [36]); it is monotonically increasing
within the quasiparticle gap. The value ½1 − ϵMð0Þvχ0ð0Þ�
with ϵM calculated with Eq. (5) is given by the horizontal
red dashed lines, and the red vertical lines indicate
intersections, hence bound excitons.
In silicon no bound exciton is found because ϵMð0Þ is

large. LiF and argon have a low dielectric constant and
therefore exhibit a crossing below the gap. However, the
exciton binding energies, given by the difference between
the energy of the fundamental quasiparticle gap and the
exciton peak, are only 0.05 eV in LiF and 0.0 eV in Ar,
much smaller than the experimental results (about 1.4 and
2.0 eV, respectively [55,56]), and in apparent contrast to
Ref. [32]. The latter discrepancy cannot be explained with
the use of Eq. (7), which is exact when the BO kernel is
used. Let us therefore look at the spectra. Figure 2 shows
our results of BO calculations for the imaginary parts of
the macroscopic dielectric function for Si, LiF, and Ar.
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Red dashed curves stem from our TDDFT calculations with
the BO kernel [Eq. (4)]. In silicon, like in Ref. [32], the
kernel improves the spectrum with respect to quasiparticle
RPA (QP-RPA) [57] by enhancing the first peak and
inducing an overall transfer of oscillator strength to lower
energies. However, the effect appears underestimated when
compared to experiment [58] and to BSE results [25]. For
silicon, the simple long-range fLRCxc ¼ α=q2 is sufficient
[23]. However, the prefactor αBO from the BO kernel
defined in Eq. (4) is only α ¼ −0.1, too weak compared to
the optimal value α ¼ −0.2 [25], which explains why the
effect is not strong enough.
In LiF and Ar, our BO spectra confirm the weak exciton

binding energies obtained from Eq. (7). The spectral shapes
look similar to the ones of Ref. [32]; however, the positions
of the exciton peak differ and, for argon, the peak height
from our BO is about half of that in Ref. [32]. As regards
the peak position, we are not in contradiction with Ref. [32]
since our quasiparticle gaps are close to experimental
photoemission gaps. Instead, the quasiparticle gaps used
in Ref. [32] are much smaller. This compensates the
too small exciton binding energy and leads to seemingly
good agreement with experimental optical spectra. We
elaborate on this point in the Supplemental Material
[36]. Additionally, it is important to note that the exciton
binding energy is very sensitive to details, especially for
strongly bound excitons. The reason is that the latter lie in a
region where the real part of ϵRPAðωÞ is very flat (see

Fig. 1). A small change in χ0ð0Þ leads then to a large shift in
the crossing point, and hence in the exciton binding energy.
Such a small change in χ0ð0Þ can be due to a small change
of the structure, or of computational ingredients like a
pseudopotential or convergence parameters, and it can be
amplified since the static dielectric constant enters the BO
self-consistently. Indeed, the calculations for the BO kernel
show a notable slow convergence with respect to both
the LFE (i.e., number NG of G vectors) and the number
of empty bands. The second issue is exemplified in Fig. 2 for
the case of Ar: the brown double dot–dashed curve has been
obtained with only 8 bands, versus 20 in the converged
calculation (red dashed curve). The unconverged calculation
exhibits a bound exciton with a binding energy of more
than half an eV. Similarly, poorly converged calculations
with respect to NG give also, for the case of argon, a BO
spectrum with a slightly higher binding energy and a higher
peak height than the converged result [54], much more
similar to Ref. [32]. More generally, this explains why for
argon or LiF one can easily obtain results that differ by an eV
or more from others in the literature [34].
Once the calculations are settled, the results of the BO

are hence disappointing. Let us therefore finally elucidate

1.4 eV

2.0 eV

0.05 eV

FIG. 1 (color online). Real part of ϵRPAM ðωÞ for Si, LiF, and Ar
(black solid line). Its crossing with the red dashed [blue
dot-dashed] horizontal lines gives the exciton binding energy
ω0 from Eq. (7) [Eq. (11)]. The green vertical line indicates the
quasiparticle gap.

FIG. 2 (color online). Imaginary part of ϵRPAM ðωÞ for Si, LiF, and
Ar computed in various approximations. Experimental spectra are
taken from Ref. [58] for Si, Ref. [55] for LiF, and Ref. [56] for Ar.
The green vertical lines indicate the quasiparticle gap.
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the origin of this kernel and indicate a possible improve-
ment. We start from three assumptions: (A) We can take
a static fxcðω ¼ 0Þ in the optical range. (B) The static
dielectric constant is larger than 1. (C) The static dielectric
constant is not too different from the RPA one. These
assumptions are based on previous knowledge from theory
and experiment [assumption (B)], numerical results, e.g., of
Bethe-Salpeter calculations [assumption (C)], and, most
importantly [assumption (A)], insight from previous studies
of long-range corrected kernels, e.g., Refs. [23,24,59]. The
fact that fxc should be proportional to the inverse dielectric
constant [23,25,60,61] has also been useful to guide the
derivation, which we start by combining Eqs. (1) and (2):

fxc ¼
1

χ̄RPA
−
1

χ̄
¼ 1

χ̄RPA
−

v
1 − ϵM

: ð8Þ

If one had to make a guess for fxc and iterate Eqs. (1), (2),
and (8), onewould of course get the same fxc back, however
absurd it might be. The trick of a BO-like approach is to
make an approximation in one of the equations, such that
they are no longer equivalent. At first sight this should not
lead to any advantage: how could an approximation be better
than the exact formula? However, by choosing the approxi-
mation carefully one can feed information. In that case,
iteration of the (now no longer equivalent) equations may
indeed define the three unknowns fxc, χ̄, and ϵM.Wewill call
this procedure “guided iteration.”Wewill first use condition
(A) to this aim: a static kernel can be determined from the
equations at ω ¼ 0 alone. In that limit, hypothesis (B) is
generally valid, and we can use it to expand the 1=χ̄ term in
Eq. (8) to leading order in 1=ϵM

1

χ̄
¼ v

1 − ϵM
≈ −

v
ϵM

≈ −
v

ϵRPAM
; ð9Þ

wherewe have used hypothesis (C) in order to obtain the last
expression. This finally leads to

fRBOxc ≈
1

ϵRPAM χ̄RPA
; ð10Þ

which we call the RBO (RPA bootstrap). TheRBO is close to
BO which appears in Eq. (4), but there is no self-consistency
condition. The blue curves in Fig. 2 are obtained using
Eq. (10). In silicon, the improvement with respect to the RPA
result is close to that of the original BO (red dashed curve).
Changes are noticeable in LiF and argon, where now the peak
position is close to the experimental one [62]. Compared to
experiment there is still too much spectral weight on these
peaks. This is to be expected, because the two kernels behave
like the LRC kernel. It is indeed known [29] that one can tune
α to reproduce the exciton binding energy, but at the price of
too much oscillator strength. To cure this problem, one may
have to introduce a frequency dependence that is able to
distribute spectral weight over the whole Rydberg series; this
is however beyond the scope of the present work. Here, we
focus on the exciton binding energy, which can now again be
obtained from ϵRPAM ðωÞ alone, using themodified prescription

χ̄RPAðω0Þ ¼ ϵRPAM ðω ¼ 0Þχ̄RPAðω ¼ 0Þ: ð11Þ

This corresponds to the use of the blue horizontal dot-dashed
line in Fig. 1. The exciton binding energies that we can read
in this way, and which correspond of course to the peak
positions given by the RBO in Fig. 2, are 2.0 eV for argon
and 1.4 eV for LiF, in excellent agreement with the exper-
imental values of 2.0 and 1.43 eV, respectively.
In conclusion, starting from the so-called bootstrap

kernel of TDDFT [32], we have derived very simple
approaches to determine absorption spectra and to estimate
exciton binding energies from RPA calculations alone. We
have however shown that the boostrap kernel is not reliable
for the determination of exciton binding energies, and that
promising results in the literature are partially misleading.
We have therefore derived a related kernel starting from a
few physically meaningful assumptions. Numerical results
confirm that the new kernel is more reliable. One may
expect that this first derivation of a boostrap-like kernel
could trigger new developments, but caution is called for:
our guided iteration is not a systematic expansion that one
might continue to obtain better and better results, since it
intrinsically relies on the fact that an approximation is made
by feeding knowledge. We stress again the importance
of this approximation: Eqs. (1) and (2), and Eq. (8) are
equivalent, though written in a different way; however,
making an approximation on the second term of Eq. (8)
[as in Eq. (9)] leads to a new formula, so breaking the
otherwise tautological sequence Eqs. (1) and (2), and
Eq. (8). The choice of a reasonable approximation (in this
case the RBO) makes the method very effective in the
description of the spectrum and, above all, for estimates of
exciton binding energies. As we have shown and explained,
these estimates are very sensitive, and a numerically precise
agreement should not be overemphasized. Most impor-
tantly, we have shown that exciton binding energies can be
obtained at literally zero cost, since we have introduced a
way to read binding energies from RPA dielectric functions
alone. This may be interesting especially for scientists
outside the community of ab initio calculations, including
experimentalists, since it allows one to use the numerous
already published RPA results, without the need of new
calculations.
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Theoretical Developments Summary of Research

3.2 Simplified BSE
The TDDFT approach being anyway so difficult to tackle (at least to find reliable and universal
exchange-correlation kernels), the development of a simplified version of the BSE is still an im-
portant option. I have recently started a collaboration with Carsten Ullrich, from University of
Missouri, in occasion of his sabbatical leave in our group in 2014. In this occasion we have worked
on a many-body approach to screen the long-range Coulomb interaction. The result can be viewed
as a simplified BSE approach. We show that this screened exact-exchange (SXX) approach we pro-
pose outperforms all TDDFT approaches currently on the market, retaining most of the accuracy
of the BSE over a wide range of materials, but at a lower computational cost. Here the key of
the game is to completely skip the calculation of the screening function, and substitute this with a
number, evaluated ab initio from the self-energy. The aim of the work is not however to substitute
the BSE as is, but rather to build a bridge between TDDFT and many-body theories, and opens up
new directions towards the development of hybrid functionals for the optical properties of crystal
systems. The work is still at the beginning. We have submitted and article to PRL [99].
PLEASE REFER TO THE ATTACHED ARTICLE
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We present a screened exact-exchange (SXX) method for the efficient and accurate calculation of
the optical properties of solids, where the screening is achieved through the zero-wavevector limit of
the inverse dielectric function. The SXX approach can be viewed as a simplification of the Bethe-
Salpeter equation (BSE) or, in the context of time-dependent density-functional theory, as a first
step towards a new class of hybrid functionals for the optical properties of solids. SXX performs
well for bound excitons and continuum spectra in both small-gap semiconductors and large-gap
insulators, with a computational cost much lower than that of the BSE.

PACS numbers: 31.15.ee, 71.15.Qe, 71.35.Cc, 78.20.Bh

The Bethe-Salpeter equation (BSE) [1, 2] is considered
the gold standard for calculating the optical properties of
periodic solids and many other materials. The nonempir-
ical nature of the BSE guarantees its wide applicability
and high degree of accuracy, but its computational cost
becomes prohibitive beyond the simplest systems. Time-
dependent density-functional theory (TDDFT) [3–5] is
computationally much less expensive, and is therefore a
popular alternative for the calculation of optical proper-
ties. TDDFT calculations can be orders of magnitude
faster than the BSE, but none of the existing empiri-
cal or nonempirical exchange-correlation (xc) kernels for
solids [6–10] can achieve the same level of accuracy for
both small-gap and wide-gap solids. The exception is the
so-called “nanoquanta” xc kernel [2, 11–14], which is as
accurate as the BSE, but equally expensive.

Recent TDDFT studies for solids have identified the
crucial importance of the long-range part of the xc ker-
nel [15, 16]. Exact-exchange TDDFT [17, 18] successfully
produces excitonic properties, but the Coulomb singu-
larity needs to be cut off, which is equivalent to using a
screened Coulomb interaction [19]. Hybrid xc functionals
are defined as a mixture of semilocal (gradient-corrected)
xc functionals with a fraction of nonlocal exact exchange.
The B3LYP hybrid functional [20] has been used to cal-
culate optical spectra in semiconductors [21, 22], with
a generally good description of optical gaps, despite the
fact that the 0.2 mixing parameter of B3LYP is optimized
for finite systems. The HSE functional [23, 24] uses exact
exchange for short-range interactions only; this produces
very good quasiparticle gaps [25–27], but HSE cannot
yield bound excitons, although it may still give decent
continuum spectra [28].

In this paper we propose a simple, nonempirical
and material-dependent way of screening the long-range
Coulomb exchange, which can be viewed as a simpli-
fied BSE approach. We show that this screened exact-
exchange (SXX) approach outperforms all TDDFT ap-

proaches currently on the market, retaining most of the
accuracy of the BSE over a wide range of materials, but
at a much lower computational cost. This builds a bridge
between TDDFT and many-body theories, and opens up
new directions towards the development of hybrid func-
tionals for the optical properties of insulating solids.

Although TDDFT and BSE are very different theories,
the excitation spectra in solids are in both cases obtained
through an eigenvalue equation [2, 29] (atomic units [e =
~ = me = 1/4πǫ0 = 1] are used throughout):

∑

(mkmnkn)

[
δiki,mkmδjkj ,nkn(ǫjkj − ǫiki)

+ F
(ikijkj)(mkmnkn)
Hxc

]
ρ
(mkmnkn)
λ = ωλρ

(ikijkj)
λ ,(1)

where i and m denote occupied bands, j and n denote un-
occupied bands, the ǫ’s are single-particle energies (either
quasiparticle or Kohn-Sham), and ω is the excitation fre-
quency. The main difference lies in the coupling matrix
FHxc = FH + Fxc. For optical properties, only vertical
excitations are considered, so that ki = kj and km = kn

in Eq. (1). The Hartree part of the coupling matrix is
the same in the two methods, and is given by

F
(ijk)(mnk′)
H =

2

Vcrys

∑

G 6=0

4π

|G|2
〈
jk

∣∣eiG·r∣∣ ik
〉

×
〈
mk′ ∣∣e−iG·r∣∣ nk′〉 . (2)

The long-range part (G = 0) of the Coulomb interaction
is omitted so that the eigenvalues of Eq. (1) correspond
to poles in the macroscopic dielectric function [2, 30].

For the BSE, as well as for our SXX method, the xc
part of the coupling matrix can be written as

F (ijk)(mnk′)
xc =

1

Vcrys

∑

GG′
gGG′(q)

×
〈
jk

∣∣∣ei(q+G)·r
∣∣∣nk′

〉〈
mk′

∣∣∣e−i(q+G)·r
∣∣∣ ik

〉
δq,k−k′.(3)



2

Here, gGG′(q) = −4πγδGG′/|q + G|2 for SXX (γ is a
screening parameter, to be further specified below), and
gGG′(q) = −4πǫ−1

GG′(q, ω = 0)/|q + G′|2 for the BSE.
ǫ−1 is the inverse dielectric function, obtained within the
random phase approximation (RPA) as

ǫ−1
GG′(q, ω) = δGG′ +

4π

|q + G|2 χRPA
GG′(q, ω), (4)

with the RPA response function defined as χRPA = χ0 +
χ0vχRPA (χ0 is the quasiparticle response function [5]).

In TDDFT, the xc part of the coupling matrix is

F (ijk)(mnk′)
xc =

2

Vcrys

∑

GG′
fxc,GG′(q = 0)

×
〈
jk

∣∣eiG·r∣∣ ik
〉 〈

mk′
∣∣∣e−iG′·r

∣∣∣nk′
〉

, (5)

where fxc(r, r
′) = δvxc(r)/δn(r′) is the adiabatic xc ker-

nel of TDDFT. The structure of Eq. (5) is similar to Eq.
(2), but different from Eq. (3): only the q = 0 part of
fxc enters in the expression, so the head (G = G′ = 0)
at q = 0 of the xc kernel plays a much more important
role in TDDFT than g00(0) in the BSE.

To illustrate the difficulty in developing a universally
applicable nonempirical xc kernel, we consider the long-
range corrected (LRC) kernel [7, 15, 31]

fLRC
xc,GG′(q) = − α

|q + G|2 δGG′ , (6)

which represents the long-range part of the exact xc ker-
nel in insulators. The empirical parameter α acts as a
rough approximation to the dielectric screening effects
within the BSE, but has no clear justification in the
TDDFT framework, besides giving the correct asymp-
totic behavior. In Ref. [7], the relation α = 4.615 ǫ−1

∞ −
0.213 was proposed, which works quite well for the opti-
cal spectra of semiconductors, but fails for insulators.

In Ref. [32], α was fitted against experimental exciton
binding energies for various materials. It was found that
the value of α spans a wide numerical range, from 0.595
(GaAs) to 96.5 (solid Ne). For small-gap materials, the
relative change in the exciton binding energy caused by
a change in α is substantial; for large-gap materials, the
exciton binding energies are not as sensitive. This shows
how difficult it is to develop a widely applicable nonem-
pirical xc kernel within the TDDFT framework [33].

The situation is different in SXX. Unscreened time-
dependent Hartree-Fock (TDHF) always overbinds exci-
tons, so γ has to be in the [0, 1] range for the correction
to be in the right direction. Therefore, it is a much easier
task to develop nonempirical approximations for γ than
for the TDDFT parameter α.

To derive the SXX screening parameter γ, we start
from the self-energy Σ:

Σ(r, r′, ω) =
i

2π
G(r, r′, ω)W (r, r′, 0)

=
i

2π
G(r, r′, ω)

∫
d3r′′ ǫ−1(r, r′′, 0)v(r′′ − r′), (7)

where G is the quasiparticle Green’s function. ǫ−1 in Eq.
(7) is the full dielectric screening of the BSE, and we
want to find a way to average its effect and motivate re-
placing it with a constant. Assuming that we can replace
the static nonlocal screening ǫ−1(r, r′) with a frequency-
dependent uniform screening ǫ−1

uni(r − r′, ω), we write

Σ(r, r′, ω) =
i

2π
G̃(r, r′, ω)

∫
d3r′′ ǫ−1

uni(r−r′′, ω)v(r′′−r′),

(8)
which defines the function G̃. Combining Eqs. (7) and
(8) in reciprocal space leads to

∑

G2

ǫ−1
G2G1

(q′, 0)GG−G2,G−G1(q − q′, ω)

≡ ǫ−1
uni,G1

(q′, ω)G̃G−G1,G′−G1(q − q′, ω). (9)

Eq. (9) holds for any q,G,G′. Setting these to zero and
assuming the functions G and G̃ to be real, we have

ǫ−1
uni,G(q, ω) =

∑
G′ GGG′(q, ω)ǫ−1

G′G(q, 0)

G̃GG(q, ω)
. (10)

In the q → 0 limit, Eq. (10) becomes

lim
q→0

ǫ−1
uni,G(q, ω) =

GG0(q, ω)ǫ−1
0G(q, 0)

G̃GG(q, ω)
. (11)

For G 6= 0, Eq. (11) behaves like O(1/q), so it is impos-
sible to derive a general uniform screening as an average
of the nonlocal screening of the BSE. However, the head
(G = G′ = 0) of Eq. (11) has the correct q → 0 behav-
ior, and can be used to approximate the BSE. Assuming
that G̃ = G, we obtain

ǫ−1
uni,0(q, ω) = ǫ−1

00 (q, 0). (12)

Now we make a rather drastic approximation by set-
ting q = 0, since the long-range interaction dominates
in solids. The screening parameter γ then becomes

γ = ǫ−1
00 (0, 0), (13)

which is also the inverse of the infinite-frequency dielec-
tric constant, ǫ−1

∞ , since phonon effects are not included.
A similar simplified screening was proposed in Ref. [34]
for the nonlocal exchange part of a hybrid xc functional
in order to obtain good band structures; by contrast,
the purpose of our SXX is to yield good optical proper-
ties. We use the RPA for ǫ−1

00 (0, 0) in actual calculations.
Since ǫ = 1 − vχ, and the static χ at zero wave vector is
negative, γ of Eq. (13) is bounded in the [0, 1] range.

Let us now compare the SXX approach with the BSE.
The main difference is that in BSE the exchange is
screened by the full inverse dielectric function ǫ−1, which
makes it much more costly than SXX, where the screen-
ing parameter γ is just a constant. In practice, a BSE
calculation is a four-step procedure: (i) ground-state cal-
culation with a diagonalization over the selected k-points
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FIG. 1. (Color online) Comparison of calculated and experi-
mental exciton binding energies Eb in various materials (see
Table I for further details). The solid line indicates where the
calculated and experimental values of Eb coincide.

grid (often shifted [35] for optical properties); (ii) quasi-
particle correction, typically within the GW approxima-
tion [36], but substituted with a simple scissor correction
step in this work since we focus on the excitonic effects;
(iii) generation of static screening ǫ−1

GG′(q, ω = 0) within
the RPA; (iv) construction and diagonalization of the
excitonic Hamiltonian [i.e., Eq. (1)] containing the in-
gredients listed above.

Regarding the computational workload, even though
step (iv) has the worst scaling, step (iii) is often the most
cumbersome part of the whole procedure, especially when
one is interested in the small energy region of the spec-
trum and uses the scissor operator procedure: the num-
ber of q-vectors in the screening is proportional to the
number of k-points (since q = k − k′) even for optical
properties. This can become very demanding when many
k-points have to be used together with many G-vectors,
as is the case for lower-dimensional systems, in partic-
ular 2D [37]. In addition, the numerical evaluation of
ǫ−1
GG′(q, 0) has a much worse convergence with the empty

bands than the evaluation of the spectrum (for instance,
the screening for LiF requires 20 empty bands, while the
first exciton peak requires only one empty band). Our
SXX approach bypasses this step and thus avoids a se-
vere computational bottleneck in the description of opti-
cal properties at BSE-level for complex materials.

We have calculated the exciton binding energies Eb

of various semiconductors and insulators with SXX and
other methods; the results are collected in Table I and
in Fig. 1. Clearly, SXX produces a much better overall
agreement with experiment than all TDDFT methods
(except for GaAs), and yields an accuracy that is com-
parable to BSE across the board.

The calculations of Eb were done with the method de-
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FIG. 2. (Color online) SXX screening parameter γ [Eq. (13)]
and experimental value of ǫ−1

∞ versus the fitted γ reproducing
the first exciton, for various materials. B3LYP corresponds
to a constant value of γ = 0.2.

scribed in Ref. [32]. We use a scissor-corrected LDA
ground state (calculated with ABINIT [38]) as starting
point. All calculations use three valence bands and one
conduction band for Eq. (1), which is sufficient when
only the exciton binding energies are of interest (but is,
generally, insufficient for the continuum part). We use
an 18 × 18 × 18 Monkhorst-Pack grid [39] for GaAs and
β-GaN, a 15 × 15 × 15 grid for MgO, a 10 × 10 × 10
grid for Ar, Ne, and LiF, and a 20 × 20 × 20 grid for
other materials. To speed up the calculation, we only
use the head of the xc kernel when calculating the cou-
pling matrices [i.e., we neglect local-field effects by not
taking the G and G′ sums in Eq. (3) and (5)]. Including
local-field effects generally changes Eb very little (at most
∼10%). Since the Eb are already small numbers, the re-
sults without local-field effects are sufficiently accurate
for our purposes. For the calculation of ǫ−1

00 (0, 0), we use
60 bands for GaAs, β-GaN and MgO, and 30 bands for
all other materials. 59 G-vectors are used for ǫ−1, and
the error for the convergence of ǫ−1

00 (0, 0) is less than 1%.

Figure 2 compares γ from Eq. (13) with values of γ
fitted to reproduce the lowest experimental exciton bind-
ing energies. Aside from a few outliers (such as GaAs),
the calculated and the fitted values of γ are very close,
which explains the good performance for exciton bind-
ing energies in Table I. The experimental ǫ−1

∞ values are
also plotted in Fig. 2, showing that ǫ−1

00 (0, 0) at the RPA
level is already a good approximation to ǫ−1

∞ . It should
be noticed that the B3LYP hybrid kernel [20] (only the
long-range part, which corresponds to γ = 0.2, since the
calculation only uses the head of the xc kernel) also per-
forms well for semiconductors: Fig. 2 shows that γ = 0.2
is roughly the average of the semiconductor screening
parameters. The B3LYP functional was designed with
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GaAs β-GaN α-GaN CdS CdSe Ar Ne LiF AlN ZnO MgO

Exp. 3.27 26.0 20.4 28.0 15.0 1.90 × 103 4.08 × 103 1.6 × 103 75 60 80

BSE — — 172 66.0 16.2 2.07 × 103 3.32 × 103 2.51 × 103 552 208 546

TDHF 497 1.99 × 103 2.00 × 103 1.28 × 103 879 3.27 × 103 4.26 × 103 4.68 × 103 2.37 × 103 1.84 × 103 3.04 × 103

B3LYPa 0.792 7.71 57.4 48.1 25.8 100 197 180 89.4 55.8 31.9

SXX 0.151 4.08 16.4 26.0 11.9 1.33 × 103 3.08 × 103 1.46 × 103 39.9 30.8 165

LRCb 0.858 0.514 0 0.513 1.40 0.304 0.127 1.14 0 0.810 0.076

Bootc 0.332 0.199 0 0.461 0.895 1.70d 852d 32.2d 0 1.09 0.051

JGMe 0.833 0.382 0 0.741 1.42 41.0 0.593 993 0 4.45 1.79

TABLE I. Exciton binding energies calculated with Eq. (1), compared with experimental values (all numbers in meV). All
calculations are head-only; see text for other technical details. The BSE results for GaAs and β-GaN were not calculated. The
estimated error due to the head-only approximation is < 10% for all many-body calculations, and < 5% for TDDFT.

a Head-only calculation, equivalent to SXX with γ = 0.2 independent of the material.
b With the empirical formula of Ref. [7].
c The bootstrap kernel of Ref. [8].
d The convergence of the bootstrap kernel strongly depends on the number of bands included in the iterative calculation of the kernel.
These results are obtained by evaluating the bootstrap kernel with 30 bands. The results reported in Ref. [32] were not fully converged.

e The jellium-with-gap model of Ref. [9].
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FIG. 3. (Color online) Absorption spectrum of LiF calculated
with SXX and RPA, compared with experiment [40].

small molecules in mind, so its good performance for
bound excitons in semiconductors seems fortuitous.

To demonstrate that our method yields good results
not only for the exciton binding energies, we present the
optical spectra of LiF (Fig. 3), AlN (Fig. 4), and Si (Fig.
5). The spectra are obtained in a standard manner via
the imaginary part of the macroscopic dielectric function
[2]. We use 20 bands and 256 k-points for LiF, 10 bands
and 256 k-points for AlN and Si. All calculations include
local field effects. We obtain a very good agreement of
the position and strength of the strong bound-exciton
peak in LiF compared to experiment, which is also ev-
ident from the good agreement between the calculated
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FIG. 4. (Color online) Absorption spectrum of AlN calculated
with SXX, RPA, and BSE, compared with experiment [41].
The BSE spectrum of Benedict et al. [42] is also shown.

and fitted screening parameters shown in Fig. 2. For the
smaller-gap materials AlN and Si, the excitonic enhance-
ment of the band-edge spectrum is somewhat underesti-
mated (the bound excitons are not shown in Figs. 4 and 5
since Eb is smaller than the frequency resolution). Here,
the excitonic enhancement effects in the BSE and experi-
mental spectra are due to continuum excitons. Compared
to RPA, the SXX spectra in Figs. 4 and 5 give a much
better description of the excitonic enhancement effects.

In conclusion, we propose a very simple nonempirical
screening factor for nonlocal exchange, derived as a sim-
plification of BSE. We show that it is easier to derive a
good approximation in the many-body framework than
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FIG. 5. (Color online) Absorption spectrum of Si calculated
with SXX, RPA, and BSE, compared with experiment [43].

developing a better long-ranged xc kernel for TDDFT.
Our SXX approach yields exciton binding energies of
a wide range of semiconductors and insulators in good
agreement with experiment; the performance is consis-
tently better than currently available TDDFT methods.
The SXX method works well for the optical spectra of
wide-gap materials, and captures continuum excitonic
effects in small-gap materials to some extent, although
there is still some room for improvement.

The SXX approach constitutes a first step towards a
hybrid xc kernel specifically designed for optical proper-
ties in periodic insulators and semiconductors. In this
paper we have focused on the long-range behavior of the
xc kernel; the next step will be to match the SXX ap-
proach with suitable xc functionals for the short range to
capture local-field effects. This should have minor effects
on strongly bound excitons, but is likely to lead to an im-
provement of the continuum part of the optical spectrum.
Work along these lines is in progress.

We thank Lucia Reining for very helpful discussions.
C.U. thanks the ETSF-Palaiseau group for its hospitality
and the Ecole Polytechnique for its support during an
extended visit in 2014. Z.-h.Y. and C.U. are supported
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Chapter 4

Numerical Developments

DEVELOPMENTS of theory are of course crucial in our domain, to understand the be-
haviour of matter, to anayse in details the different ingredients entering in a given
phenomena, or to predict a new feature or a new experiment. However we have to
remember that an important part of the work is represented by obtaining the results

out of a simulation job. This is not always the case, but most of the time is. It is then also crucial
to try to obtain those results as more efficiently as possible. I shall not mention here the technical
details about optimization and parallelization of the simulation codes.1 But, since part of my re-
seach activity is invested on code and algorithm developments, I report here a couple of examples
in which a new numerical scheme, once implemented, allowed us to tackle a bigger problem (or a
bigger system)

4.1 Lanczos algorithm for the BSE
Within Green’s function theory, the dielectric function is written in terms of eigenvalues and eigen-
vectors of an excitonic matrix, the so-called Bethe-Salpeter equation (BSE). This procedure, beside
of being time consuming, also requires huge amount of memory to be stored and diagonalised. R.
Haydock has developed, in 1980, a recursive method for dynamical problems. Margherita Marsili,
during her PhD work (University of Rome Tor Vergata), within her 4-months leave under my
supervision at Polytechnique, implemented the algorithm for the specific problem of the BSE into
the EXC code [89]. The outcome of this work was the first publication of her PhD thesis [100]. To-
day the method is currently used by all users of the EXC code and, thanks to a recent porting, also
into the ABINIT project [67]. The details of the method can be found in the original article from
Haydock [87, 88], which extend the Lanczos iterative technique, and in the appendix of M.Marsili
thesis [90].

4.2 Hilbert transform
Polarizability is a key ingredient for ab initio calculations in the framework of the Time Dependent
Density Functional Theory. The first step, the evaluation of the independent-particle polarizability
(see Eq.(2.4)), is also the most cumbersome, as we have seen in Section 2.1. During her Master
thesis, Lucia Caramella had a 3-moths leave in our group, under my supervision, to implement and
quantitatively analyse the performances of an Hilbert transform based approach in speeding up the
calculations of this quantity. The conclusions, wrapped up in an article [101], show that the method

1The only exception being the section about porting DP, our TDDFT code, over GPU. Since it consists of quite
a new paradigm for numerical simulations, it deserves, in my view, mention here. It is however reported only in the
Appendix.
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is particularly advantageous for systems presenting strong anisotropies for which the crystal local-
field effects are important, and when many frequencies have to be evaluated (for example a wide
range energy-loss spectrum). The method is today implemented in the DP code (http://www.dp-
code.org) [66], as well as in the Abinit code (http://www.abinit.org) [67]. The details of the method
can be found in L.Caramella’s thesis [102].
PLEASE REFER TO THE ATTACHED ARTICLE
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We show the application of an efficient numerical scheme to obtain the independent-particle dynamic
polarizability matrix ��0��r ,r� ,��, a key quantity in modern ab initio excited-state calculations. The method
has been applied to the study of the optical response of a realistic oxidized silicon surface, including the effects
of crystal local fields. The latter are shown to substantially increase the surface optical anisotropy in the energy
range below the bulk band gap. Our implementation in a large-scale ab initio computational code allows us to
make a quantitative study of the CPU time scaling with respect to the system size, and demonstrates the real
potential of the method for the study of excited states in large systems.
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INTRODUCTION

The recent developments of experimental techniques for
the nondestructive study of solid surfaces call for a simulta-
neous improvement of the theoretical tools: the interpretation
and prediction of optical and dielectric properties of surfaces
require more and more quantitative and reliable ab initio
calculations, possibly including many-body effects. Such an
improvement of the theoretical description can be achieved,
for example, by lifting some of the usual approximations
adopted in the calculation of the optical response. However,
making less approximations increases the computational
heaviness and is only possible if efficient numerical algo-
rithms can be adopted. A good example is given by the cal-
culation of the independent-particle dynamical polarizability
matrix ��0��r ,r� ,��, which is often required as the starting
point in time-dependent density-functional theory1 �TDDFT�
and in many-body perturbation-theory-based calculations,
such as in the GW �Ref. 2� or GW+Bethe-Salpeter schemes
�for a review, see, e.g., Ref. 3�. Evaluating the full response
matrix for realistic, many-atom systems can be a major com-
putational bottleneck, since it requires a computational effort
growing as the fourth power of the number of atoms, and the
availability of efficient numerical schemes becomes a key
issue. Recently, schemes allowing to decouple the sum over
states and the frequency dependence have been presented.
Miyake and Aryasetiawan4 and Shishkin and Kresse5 have
shown that methods based on the Hilbert transform can sub-
stantially reduce the computational cost of frequency-
dependent response functions, making it comparable to that
of the static case. In particular, the approach presented in
Ref. 4 has been applied to a linear-muffin-tin-orbital calcu-
lation of the spectral function of bulk copper, while in Ref. 5,
a work focused on the GW implementation using the projec-
tor augmented-wave method,6 a similar approach is used to
compute the spectral function of bulk silicon and materials

with d electrons �GaAs and CdS�. Another recent work by
Foerster7 is focused on the same issue and demonstrates how
the use of a basis of local orbitals can reduce the scaling of a
susceptibility calculation for an N-atom system from N4 to
N3 operations for each frequency, but at the cost of disk
space. However, as a matter of fact, application of such non-
traditional methods to large supercells, such as those in-
volved in real surface calculations, has not been presented so
far.

It may be stressed that for a given application, the com-
putational burden is determined not only by general scaling
law but also by prefactors. In particular, prefactors determine
the crossover where one method becomes more convenient
than the other. This crossover has not yet been discussed for
the Hilbert-transform methods.

In the present work, we demonstrate the application of a
scheme—similar to that introduced in Refs. 4 and 5—based
on the efficient use of the Hilbert transforms by performing
the calculation of the optical properties of a realistic, recon-
structed surface: Si�100��2�2� :O, covered with 1 ML
�monolayer� of oxygen.

We provide a quantitative evaluation of the computational
gain for this calculation of the full dynamical independent-
particle polarizability. The latter is constructed from Kohn-
Sham eigenvalues and eigenvectors and is then used to com-
pute surface optical spectra, including the local-field �LF�
effects on reflectance anisotropy �RAS� and surface differen-
tial reflectivity �SDR� spectra of this surface.

The impact of local fields on surface optical spectra has
been a controversial issue for decades, especially concerning
the so-called intrinsic or bulk-originated effects. The latter
have been measured for energies above the bulk band gap,
since the seminal works by Aspnes and Studna8 showed that
the normal incidence optical reflectivity of natural Si�110�
and Ge�110� surfaces displays an anisotropy on the order of
10−3. The effect was called intrinsic, since it is not due to the
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existence of surface states nor to surface reconstruction.
Early model calculations by Mochán and Barrera9 performed
for a lattice of polarizable entities and exploiting the
Clausius-Mossotti relation pointed out that intrinsic anisotro-
pies could be due to LF effects. A subsequent work by
Del Sole et al.10 based on tight binding has shown that
the RAS spectra calculated for Si�110�:H within this
semiempirical scheme did not reproduce well the experimen-
tal data, despite the inclusion of surface LF effects.
However, more recent calculations based on realistic band
structures �within density-functional-theory–local-density-
approximation �DFT-LDA� with GW-corrected band gap�11

have suggested that intrinsic anisotropies at the bulk critical
points for the �almost ideally terminated� Si �110�:H surface
could arise as a consequence of surface perturbation of bulk
states, without invoking LF effects. Other tight-binding cal-
culations �see, e.g., Ref. 12� suggested the existence of in-
trinsic surface optical anisotropies not due to surface local
fields.

A substantial improvement in clarifying the role of local
fields has been achieved only recently by Bechstedt and co-
workers, who carried out a calculation of the RAS spectra of
Si�110�:H �Ref. 13� and monohydride Si�100��2�1� �Ref.
14� including self-energy, crystal local fields, and excitonic
effects from a fully ab initio point of view. In both the con-
sidered surfaces, which have no surface states within the
bulk band gap, the LFs were found to cause a slight decrease
of the optical reflectivity; however, the effect was found to
cancel to a large extent in the RAS spectra, being almost
identical for the two polarizations of the incident light. The
situation may be different in the case of extrinsic optical
anisotropies, i.e., those directly related to surface states and
surface reconstruction and appearing below the bulk band
gap. In at least one case, substantial effects due to LF have
been reported.15 However, further calculations for a wider
class of surfaces are necessary in order to assess this point
more precisely.

The system we consider here belongs to a widely studied
family of surfaces, because of their importance in the under-
standing of silicon–silicon-dioxide interfaces in semiconduc-
tor technology. Despite the many experimental16–22 and
theoretical23–28 works that appeared in recent years, the de-
bate on the oxidation mechanism of Si�100� is still open.
However, the most favorable oxygen adsorption sites in the
first stages of �room-temperature� oxidation process have
been identified as the dimer-bridge position, and a bridge
position on the backbond corresponding to the lower atom of
the dimer. This remark is supported by scanning tunneling
microscopy experiments22 and by a first-principles
molecular-dynamics calculation.28 From the theoretical point
of view, ground- and excited-state properties of Si�100��2
�2� :O at 0.5 and 1 ML coverages have been recently stud-
ied by some of the authors;29 however, computational limits
prevented until now the inclusion of the local-field effects in
the ab initio calculation of optical properties.

This work is organized as follows: in Sec. I, we summa-
rize the theoretical framework and the expression for ��0�

usually employed in plane-wave based calculations. We then
show how the Hilbert-transform �HT� technique can be ap-
plied, as a generalization of the Kramers-Kronig relations, in

order to decouple the sum over states and the frequency de-
pendence in ��0�. Estimates of the accuracy and of the pos-
sible computational gain are presented for a model system.
In the following section, we use our implementation of the
HT scheme in the ab initio DP �Ref. 30� code to study a real
reconstructed surface, oxidized Si�100��2�2�, for which we
present the calculation of its optical reflectivity spectra �RAS
and SDR� with the inclusion of local-field effects. Finally,
we carefully compare the numerical performance of the DP

code with and without the use of HTs, and we draw our
conclusions.

I. THEORY

The starting point of our work is a DFT-LDA ground-state
calculation performed with the ABINIT code31 yielding
independent-particle eigenvalues and eigenvectors within the
Kohn-Sham scheme.32 Besides the occupied ones, empty
�conduction� states up to an energy of several eV above the
Fermi level are obtained by means of iterative diagonaliza-
tion techniques.

However, in order to study the optical and dielectric re-
sponse, the level of theory must be brought beyond the
ground-state one, using, e.g., many-body perturbation theory
or TDDFT.1 The latter is particularly suited for the study of
neutral excitations, as those involved in optical reflectivity
and electron energy loss. Within TDDFT, it is possible to
obtain the retarded density-density response function
��r ,r� ,�� from its noninteracting Kohn-Sham counterpart
��0��r ,r� ,�� through a Dyson-type equation:

� = ��0� + ��0�K� , �1�

where the kernel K contains two terms: the Coulomb poten-
tial vc and the exchange-correlation kernel fxc�r ,r� ,��. An
explicit expression for � is then given by

� = ��0��1 − �vc + fxc���0��−1. �2�

Equations �1� and �2� are matrix equations, involving
two-point functions such as � and ��0�. In the present case,
working within a plane-wave expansion, �GG��q ,�� and
�GG�

�0� �q ,�� are matrices in reciprocal space, and

vc�q + G� =
4�

�q + G�2
�3�

is the Coulomb potential. The exchange-correlation contribu-
tion fxc is not exactly known. It can be included in an ap-
proximate form, e.g., using the LDA functional33 in the adia-
batic approximation, or in a more sophisticated
approximation such as those described in Refs. 34–39. In
order to compare with optical experiments, the macroscopic
dielectric function �M��� must be calculated. The latter is
defined as

�M��� = lim
q→0

1

�G=G�=0
−1 �q,��

, �4�

where the inverse dielectric function �G,G�
−1 �q ,�� is linked to

the response function � by
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�G,G�
−1 �q,�� = 1 + vc�q + G��G,G��q,�� . �5�

When only vc is included in the kernel K of Eq. �1�,
exchange and correlation effects in the response are ne-
glected, while the use of the correct expression �Eq. �4�� still
considers the LF effects.40 Already at this level, the calcula-
tions can become very heavy from the computational point
of view when the full �G,G�

�0� ��� matrix has to be obtained. In
complex systems with large unit cells, the only tractable way
to proceed is often to neglect local fields by assuming that
�M��� is well approximated by the average of the micro-
scopic dielectric function:

�M
NLF��� = lim

q→0
�0,0�q,�� . �6�

This corresponds to neglecting the off-diagonal elements of
� in reciprocal space.41 Moreover, when exchange and cor-
relation effects are neglected �independent-quasiparticle ap-
proximation or independent-particle random-phase approxi-
mation �IP-RPA��, the imaginary part of the macroscopic
dielectric function �M

NLF takes the following simple
Ehrenreich–Cohen42 form:

Im �M
NLF��� =

16�

�2 �
ij

���i�v�� j��2	�
 j − 
i − �� , �7�

where v is the velocity operator and i and j stand for occu-
pied and unoccupied states respectively. The substantial sim-
plification obtained in this case explains why most of the
calculations of the optical properties of real surfaces are done
within the independent-quasiparticle approach, neglecting
local-field effects. On the other hand, a fast and efficient
scheme to compute the full matrix ��0� represents a key issue
in order to be able to go beyond this approximation, e.g., by
including the local fields, as we do in the present work.
Moreover, an efficient method giving access to the full ��0� is
of paramount importance when the screened Coulomb inter-
action WGG��q� is needed, such as in ab initio GW calcula-
tions. In the following, we hence concentrate on the expres-
sion of ��0� itself, i.e., assuming time reversal,

��0��r,r�,�� = 2�
ij

f i�1 − f j��i
*�r�� j�r�� j

*�r���i�r��

�	 1

� − �
 j − 
i� + i�
−

1

� + �
 j − 
i� + i�

 ,

�8�

where f i are occupation numbers �f j =0 and f i=1 in the
present case�, � is an infinitesimal, and the factor of 2 is due
to the spin degeneracy. Switching to reciprocal space and
focusing on the case of semiconductors, we make valence
�v� and conduction �c� bands appear explicitly, and rewrite
this equation as

�G,G�
�0� �q,�� =

2

�0Nk
�
k

�
c,v
	 
̃vck�q + G�
̃vck

* �q + G��
� − �
ck − 
vk� + i�

−

̃cvk�q + G�
̃cvk

* �q + G��
� + �
ck − 
vk� + i�


 , �9�

where �0 is the volume of the unit cell and we have also
introduced the notation 
̃vck�q+G� to indicate the Fourier
transform of �vk+q

* �r��ck�r�. From the numerical point of
view, the evaluation of these sums for each frequency � can
become very heavy. Indeed, for a realistic system, the evalu-
ation of Eq. �9� involves, for each frequency, the summation
over a large number of terms, which for a system of 50
atoms is typically on the order of 108.

The Hilbert-transform approach

Since in this paper we consider the case of the q→0 limit
to study optical properties, in the following the label q will
be omitted to simplify the notation. The generalization to the
case of finite q is straightforward. Introducing a simplified
notation for band and k-point indices, we define a single
index of transition t to represent the triplet �v ,c ,k�. In this
way, �t indicates an �always positive� energy difference
��c,k−�v,k�. We also introduce the two complex quantities

Z1,t =
2

�0Nk

̃vck�G�
̃vck

* �G�� , �10�

Z2,t = −
2

�0Nk

̃cvk�G�
̃cvk

* �G�� , �11�

such that

�GG�
�0� ��� = �

t

 Z1,t

� − �t + i�
+

Z2,t

� + �t + i�
� . �12�

When G=G� �diagonal elements�, the Zi,t are real and Z1
=−Z2. Using

lim
�→0+

1

x ± i�
= P
1

x
� � i�	�x� , �13�

one can rewrite the �→0+ limit of Eq. �12� as the sum of the
following four terms:

�GG�
R1 ��� = P�

t

Z1,t

� − �t
, �14�

�GG�
R2 ��� = − i��

t

Z1,t	�� − �t� , �15�

�GG�
A1 ��� = P�

t

Z2,t

� + �t
, �16�

�GG�
A2 ��� = − i��

t

Z2,t	�� + �t� . �17�

R and A label resonant and antiresonant contributions, re-
spectively, and the four terms are in general complex quan-
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tities. In �R2��� and �A2���, each term Zt contributes to the
function � only at �=�t, and has no effect elsewhere. By
discretizing the frequency axis, the sums over t appearing in
�R2 and �A2 can hence be performed once and for all, at
difference with those labeled by R1 and A1 for which the
sums should be calculated for each �. Thanks to the linearity
of the Hilbert transform, defined as

H�f�t�� =
1

�
P�

−�

+� f�x�
t − x

dx , �18�

one can, however, directly obtain �A1 and �R1 from �A2 and
�R2:

�A1 = iH��A2� , �19�

�R1 = iH��R2� . �20�

In such a way,43 it is possible to recover the complete
�G,G�

�0� ��� in the spectral range of interest from the knowledge
of a single sum performed over the poles �t. In other words,
one can avoid the explicit summation over t= �c ,v ,k� to be
repeated for each frequency. The present procedure for the

calculation of the frequency-dependent polarizability matri-
ces is similar to the method of Miyake and Aryasetiawan,4

with the difference that these authors represented 	 functions
using Gaussians, instead of bare rectangular functions as in
our case.44

Our scheme has first been tested on a model system45 in
order to check both the accuracy and the efficiency of the
algorithm. Figure 1 shows the results of the test, comparing
��0���� �real part� as obtained in the traditional way �i.e., by
evaluating expression �9� for several frequencies� and by the
HT algorithm. The results are practically indistinguishable
on the scale of the plot. The same figure shows the growth of
the required CPU time as a function of the number of tran-
sitions �number of �v ,c ,k� triplets�, simulating an increasing
system size.

The possibility to achieve such a large gain, at least in
principle and for a simple system, was also noticed in the
previous works describing efficient algorithms for the calcu-
lation of ��0�.4,5 Alternative approaches for efficient TDDFT
calculations have also been suggested. In particular, another
promising scheme based on a superoperator approach and
allowing to access TDDFT spectra in a numerically efficient
way has recently been introduced by Walker et al.46 This
approach is, however, not designed for the calculation of the
whole matrix ��0�, contrary to the method studied here.

In order to know the actual CPU requirements for the
calculation of ��0�, and to explore the possibilities in studying
complex systems, such as the impurity levels and band off-
sets mentioned in Ref. 5, in practice, one has to take into
account the time used to compute the matrix elements �nu-
merators in Eq. �12�� and the time used to perform the Hil-
bert transforms, which was not explicitly evaluated in previ-
ous works. In the following, we hence applied our approach,
similar in its essence to that used in Refs. 4 and 5, to a large
system investigating the actual numerical performances of
the algorithm. As it will be shown below, substantial im-
provements can actually be achieved in such realistic calcu-
lations.

II. APPLICATIONS

The method has been implemented into the large-scale,
plane-wave ab initio TDDFT code named DP,30 developed by
the French node of ETSF.47 We have then applied it to the
study of the optical properties of the Si�100��2�2� :O sur-
face as mentioned in the Introduction. We adopt the equilib-
rium structure for 1 ML coverage shown in Fig. 2, which is
representative of a situation in which dimer and backbond
sites are both occupied by an oxygen atom �structure c3 in
Ref. 48�. The surface is simulated with a slab composed by
six layers, containing 48 Si and 8 O atoms, in a repeated
supercell approach. Our structural results agree well with
those of previous calculations.24,48,49 We use standard norm
conserving pseudopotentials of the Hamann type50 and an
energy cutoff of 30 Ry, yielding 15 000 plane waves in our
unit cell. Eight special �Monkhorst-Pack51� k points in the
irreducible Brillouin zone are used for the self-consistent
ground-state calculation, while a 7�7 grid is used in the
evaluation of �GG�

�0� ���. Kohn-Sham eigenvalues and eigen-

FIG. 1. �Color online� �a� Accuracy test for the HT-based algo-
rithm, shown for the real part of �GG�

�0� ��� of a model system �see
text�. The two curves turn out to be indistinguishable on the scale of
the plot �maximum error less than 0.5%�. �b� Computational load
requested to evaluate �GG�

�0� ��� on a model system, as a function of
the number of transitions, for both the traditional and the HT-based
methods.
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vectors are obtained for all occupied states �120� and for
empty states up to 15 eV above the highest occupied state
�top valence�. Optical properties are computed through the
evaluation of the macroscopic dielectric function with and
without the inclusion of local-field effects.

Figure 3 shows the imaginary part of the slab dielectric
function as a function of the energy. Local-field effects are
shown to be quite important in the low-energy region
0–2 eV, enhancing �M for light polarized along the direction
of the dimer chains �x direction, see Fig. 2� and suppressing
it for light polarized along the dimers axis �y direction�.
This goes in the direction of a better description of themicro-
scopic inhomogeneities of the system. In the present case,
the extrinsic surface optical anisotropy, as defined in the In-
troduction, is hence found to be visibly affected by LF. In the
case of the third polarization, i.e., the one perpendicular to
the surface �not experimentally relevant in the case of nor-
mally incident light�, local-field effects are huge and intro-
duce a blueshift of the absorption edge as large as 5 eV. This
can be explained by the strong inhomogeneity of the charge

distribution in passing from the slab to the vacuum, leading
to a classical depolarization effect. Similar behaviors have
been found, for example, in GaAs/AlAs superlattices,52

graphite,53 and nanowires.54

Starting from the slab dielectric function, we computed
RAS and SDR spectra,55 with and without inclusion of LF
effects. A RAS spectrum is defined as

FIG. 2. �Color online� Surface structure of Si�100��2�2� :O at
1 ML coverage with oxidation of Si dimers and backbonds. Oxygen
atoms are depicted in dark gray �red�, while light gray �yellow�
circles represent bulk and surface Si atoms. Dimer chains are ori-
ented along the x direction. �a� Top view of the surface �xy plane�,
with the surface unit cell; �b� lateral view of the half slab �yz plane�.

FIG. 3. �Color online� Imaginary part of the diagonal compo-
nents of the slab dielectric tensor, calculated with �LF� and without
�IP-RPA� local-field effects, for the three polarizations: �a� parallel
to the surface, along the dimer axis; �b� parallel to the surface, along
the dimer chains; and �c� perpendicular to the surface. The spectra
presented in this figure are not fully converged in the k-point
sampling.
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RAS =
�Ry − �Rx

R0
, �21�

where Ri is the reflectivity for light polarized parallel to the
idirection, and R0 is the Fresnel reflectivity. Similarly, SDR
is defined as the difference in the reflectivity measured on a
clean surface and the one measured after passivation �e.g., by
adsorbing atoms or molecules on the surface�. Passivation
�oxidation in the present Si�100� case� removes the surface
states, but does not affect bulk contributions. One hence ob-
tains, for the optical response specific to the surface,

SDR =
�RSi − �RSi:O

RSi
. �22�

Theoretical models56 link the RAS and SDR spectra to the
dielectric functions evaluated for the bulk crystal ��b� and for
the slab ��ii� through the relation

�Ri

R0
=

4�

c
Im	�yy��� − �xx���

�b��� 
 , �23�

where �xx and �yy are the diagonal components of the surface
dielectric tensor. We show our results for RAS and SDR in
Figs. 4 and 5, respectively.

We first discuss the case of RAS. The effects of local
fields on the imaginary part of the dielectric tensor are most
evident in the low-energy region of the spectrum �below
2 eV�, as shown in the inset of Figs. 3�a� and 3�b�. In par-
ticular, LFs are found to enhance and sharpen the strong �2
peak at about 1.2 eV for light polarized along the dimer
chains �Fig. 3�b�� and to reduce the first three peaks for light
polarized along the dimer axis. As a result, LFs induce a
strong enhancement in the surface optical anisotropy �on the
order of 100%� in the region between 0.8 and 2 eV, as dis-
played in Fig. 4. This low-energy region �below the direct
gap of bulk Si� corresponds to surface-localized states, which
are expected to carry the surface anisotropy. The fact that
LFs evidentiate this anisotropy is consistent with the fact that
dimer chains realize a structure which is strongly inhomoge-
neous in the direction perpendicular to the dimer chains �see
Fig. 2�. At higher energies �above 2 eV�, bulk contributions
dominate �2, and the resulting RAS is mainly due to surface
perturbed bulk states. The latter appear to be less affected by
local fields than the true surface states, and lead to a RAS
spectrum which, above 2.0 eV, is almost insensitive to the
inclusion of local-field effects. This picture is confirmed by
the analysis of SDR results. The latter are, in fact, calculated
for unpolarized light, i.e., by averaging �xx and �yy. Since
LFs enlarge �yy and reduce �xx, their effects almost com-
pletely cancel out when the average is taken. Our calculated
�unpolarized� SDR spectrum, displayed in Fig. 5, appears, in
fact, to be very little affected by the local fields in the whole
energy range between 0 and 6 eV. However, if a polarized
SDR spectrum is computed, then local fields are found to
influence the low-energy region ��2 eV� in a way which is
very similar to the behavior of the RAS.

Unfortunately, it is not possible to perform here a com-
prehensive comparison with RAS and SDR experimental
data, since this would require the calculation of several pos-
sible reconstructions and geometries. In fact, the oxidation
mechanism of Si�100� has been shown to be exceedingly
complex, with different mechanisms playing their role de-
pending on the oxidation temperature: a barrierless oxidation
of the first Si layer28 or an “active oxidation” involving etch-
ing of the surface and penetration of oxygen in a layer-by-
layer manner at higher temperature.57 Recently, the
Si�100��2�1� :O surface optical anisotropy has been shown
to be sensitive to the structural details of the oxygen adsorp-
tion by ab initio calculations of the atomic geometries
and optical response of a large number of Si�110�:O

FIG. 4. �Color online� Calculated RAS spectrum of Si�100��2
�2� :O at convergence, for the structural model shown in Fig. 2.
Results including �LF� or neglecting �IP-RPA� the local-field effects
are very similar, except for the region between 0.8 and 1.8 eV,
where the LF effects strongly enhance the RAS signal. The energy
scale has been shifted by 0.6 eV to compensate for the neglect of
self-energy effects.

FIG. 5. �Color online� Calculated SDR spectrum �unpolarized
light� of Si�100��2�2� :O, for the structural model shown in Fig. 2.
Results including �LF� or neglecting �IP-RPA� the local fields are
almost indistinguishable, showing that the effects visible in the low-
energy part of Fig. 3 are canceling each other in the SDR spectrum.
The same energy shift as in Fig. 4 has been applied. In polarized
SDR, the local-field effects would be of the same size as for the
RAS spectra.
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structures.58,59 A highly structured potential-energy surface
has been found, with minima at the backbonds of the “down”
atoms in Si-Si dimers.59 Moreover, an appreciable amount of
disorder is probably present after oxidation of the first Si
monolayer, and the local strain induced by oxygen adsorp-
tion is expected to have a sizable impact on the optical
anisotropy spectra.58

However, our findings for LF effects in the single case
studied here suggest an important general remark about sur-
face optical spectroscopies. In fact, it is well known that, due
to the large penetration depth of visible and UV photons, the
surface-specific optical reflectivity signal is very small with
respect to the bulk contribution. For materials with an isotro-
pic bulk, the RAS spectroscopy has indeed been developed
in order to extract the surface signal, by exploiting its aniso-
tropy. A correct evaluation of the latter hence has the highest
priority in theoretical calculations of surface optical spectra.
The fact that crystal local fields are potentially able to alter
significantly the surface optical anisotropy, at least below the
bulk band gap, should hence be kept in mind, particularly
when the anisotropy of electronic states is associated with a
large structural anisotropy at the surface, such as in the case
of dimer chains on Si�100��2�1�.

III. COMPUTATIONAL SCALING AND PERFORMANCES

In this section, we present a quantitative analysis of the
numerical performance of the HT-based approach, as imple-
mented in the large-scale code DP,30 with respect to the tra-
ditional approach. Several calculations have been done by
varying the three main convergence parameters: �i� the num-
ber of valence-conduction transitions �Nt=Nk�Nv�Nc�; �ii�
the number of frequency intervals considered in the spec-
trum, i.e., the spectral resolution �number of frequencies N��;
and �iii� the number of plane waves considered in the re-
sponse matrix �NG�. Optical properties usually converge at
an NG value which can be substantially smaller than the total
number of plane waves Ng used to describe the wave func-
tions.

The calculation of ��0� is expected to scale, in the case of
the reference approach, as60

Tref = Nk��NvNcNg log Ng + �NvNcNG
2 N�� + A , �24�

where Nk is the number of k points, and � and � are pref-
actors which are independent of Nv, Nc, NG, Nk, Ng, and N�.
The first term in Eq. �24� is due to the evaluation of the
numerators Zn in Eqs. �15� and �17� by using fast Fourier
transform, and is present in both the reference and Hilbert
approaches. The second term stems from the evaluation of
Eq. �12� in the traditional way. The remaining term A takes
into account residual parts of the calculation, as the matrix
inversions, which contribute much less to the CPU time than
the first two terms.

The expected scaling in the case of the Hilbert-based
scheme is instead

Tnew = Nk��NvNcNg log Ng + ��NvNcNG
2 � + �NG

2 N�
2 + A�.

�25�

In this case, the second term does not contain the factor N�

anymore, and its prefactor becomes ��, due to the calculation
of �A2 and �R2 �Eqs. �15� and �17��. The calculation be-

FIG. 6. �Color online� Quantitative study of the computational
load required to evaluate the ��0� matrix for the 56-atom slab rep-
resenting a Si�100��2�2� :O surface. The effects of the three main
parameters determining the numerical convergence of the theoreti-
cal spectra are studied separately. �a� Number of valence-
conduction transitions, determined by the energy cutoff on the
empty �conduction� bands included in Eq. �9�, the number of occu-
pied bands being fixed; �b� number of frequency intervals taken on
the � axis, determined by the requested spectral resolution; and �c�
size of the ��0� matrix in reciprocal space, roughly proportional to
the system size �for a fixed real-space resolution�.
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comes, in this sense, comparable to a static one.
However, the actual evaluation of the Hilbert transforms

�Eqs. �19� and �20�� introduces a new term scaling as NG
2 N�

2 .
Due to the small prefactor �, the latter term can often be
neglected �see, e.g., Fig. 3 of Ref. 4�. In the present work, we
found that the CPU time spent inside the Hilbert transform
itself can be made negligible by an optimized algorithm.61

Considering an N-atom unit cell, the number of transitions
Nt is clearly the parameter growing fastest with the system
size, since it is proportional to N2. About 22 000 transitions
per k point, corresponding to the inclusion of about 200
empty bands, are requested to converge the dielectric tensor
of the Si�100��2�2� :O slab up to 12 eV. The number of
frequency intervals N� is instead independent of N, but it
grows linearly with the required spectral resolution. In the
present case, 300 frequencies are necessary in order to
achieve a 40 meV resolution over a spectral range of 12 eV.
Finally, NG, i.e., the size of ��0� in reciprocal space, depends
on the requested real-space resolution needed in the descrip-
tion of the induced density variations. This means that larger
NG will be necessary to describe systems with smaller inter-
atomic distances, or with larger polarizability. The real-space
resolution is independent of the system size; however, for a
fixed resolution, NG will grow linearly with the volume of
the unit cell in direct space. NG is hence proportional to the
number of atoms �in a bulk system� or to the volume of the
supercell �for a finite or semi-infinite system�. In our slab
calculation, converging the spectra with local-field effects
requires considering at least 113�113 matrices �incidentally,
we stress that the IP-RPA spectra, requiring just the G=0,
G�=0 matrix element of ��0�, do not depend on NG�.

The HT algorithm turns out to be clearly advantageous
with respect to Nt and NG, as shown in the first and last
panels of Fig. 6. Concerning N�, despite an unfavorable scal-
ing in the limit of infinite spectral resolution �the CPU time
grows quadratically with the number of frequency intervals�,

one must notice that, due to the small prefactor �, the HT
method is largely convenient in the whole range of interest
�N��103�.

CONCLUSIONS

Two classes of conclusions can be drawn from the pre-
sented results. First is the physics: the study of Si�100��2
�2� :O has shown that local-field effects, although playing
only a minor role in the surface optical properties above the
bulk band gap, are able to enhance substantially the surface
optical anisotropy in the low-energy end of the spectra. A
similar effect can be expected for other surfaces, when the
anisotropy of electronic states is associated with a large
structural anisotropy, such as in the case of the dimer chains
on Si�100��2�2�. Moreover, large local-field effects are
found for light polarized normally to the surface. Second is
the numerics: the computational gain achievable by using the
Hilbert-transform-based algorithm has been shown to be sub-
stantial, both in a model system and in a real, physical
application. A successful implementation of the Hilbert-
transform method in the large-scale plane-wave ab initio
computer code DP �Ref. 30� allows us to locate the crossover
�starting from which the Hilbert-transform algorithm be-
comes convenient� already at medium size systems �less than
50 atoms�.
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Summary of Research Numerical Developments

4.3 Effective-Energy technique
Another case in which the evaluation of the independent-particle polarizability is very cumber-
some is when lots of empty states have to be included. Contrary to the previous case (many
frequencies), in problems like the GW approximation,2 the number of empty states (quickly able
to reach values such as many hundreds) can make the evalution of the spectrum impossible. Dur-
ing his post-doc under my supervision, Arjan Berger has developed a very efficient method by
completely eliminating the empty states from the calculation (of both the independent-particle po-
larizability and the self-energy Σ = GW ). This has been explained in a seminal article in PRB
[103], later proposed in a simplified version [104], and applied to a very complex system, like
rubrene [105], a system for which the standard approach would have not been viable. The method
is implemented and widely used in the DP code (http://www.dp-code.org) [66], as well as in the
Abinit code (http://www.abinit.org) [67].
PLEASE REFER TO THE ATTACHED ARTICLE

2Here only few frequencies (even only 1 - ω = 0 - in the case of static approximation or COHSEX) are to evaluated.
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We present a method for the evaluation of electronic excitations of advanced materials by reformulating
spectral sum-over-states expressions such that only occupied states appear. All empty states are accounted for
by one effective energy. Thus we keep the simplicity and precision of the sum-over-states approach while
speeding up calculations by more than an order of magnitude. We demonstrate its power by applying it to the
GW method, where a huge summation over empty states appears twice �screening and self-energy�. The
precision is shown for bulk Si and solid and atomic Ar. We then use it to determine the band gap of the
technologically important oxide SnO2.
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Many crucial physical quantities, e.g., electron spectral
functions, optical response, or total energies, can be ex-
pressed in terms of one- or two-particle Green’s functions
that contain information about the propagation of an electron
and/or hole in the system. This physics is directly reflected in
their spectral representations in terms of amplitudes and en-
ergies. In practice, calculations are often performed using
this relatively simple sum-over-states �SOS� formulation in
an independent-particle or quasiparticle �QP� approximation.
However, the SOS approach suffers from two main draw-
backs. First, it does not scale well with the size of the sys-
tem. Second, one has to sum over an, in principle, infinite,
and, in practice, �at convergence� huge number of empty
states. This is especially true for large unit cells �dense
bands� or for materials with localized states �high-energy
cutoff�. Prototype examples are, e.g., the transparent con-
ducting oxides �TCOs� based on SnO2 and ZnO, for which
calculations of many-body Green’s functions are close to
prohibitive. However, for these technologically important
materials it is particularly desirable to predict electronic
properties and first of all a reliable QP band structure. QP
energies can be obtained from many-body perturbation
theory; the state-of-the-art approach is the GW
approximation.1 However, in a standard GW calculation two
SOS expressions appear since the self-energy �, which ac-
counts for all the many-body effects beyond the Hartree po-
tential, is given by the following convolution:

��r,r�,�� = i� d��

2�
ei���G�r,r�,� + ���W�r,r�,��� , �1�

where G is the single-particle Green’s function and
W=�−1vc is the screened Coulomb potential in which � is the
dielectric function in the random-phase approximation
�RPA�: �=1−vc�

0, where �0 is the time-ordered
independent-particle polarizability.2 Most often both �0 and
� are evaluated using a slowly converging3–5 SOS expres-
sion. Several methods have been proposed to decrease or
avoid completely the summation over empty states,1,6–10

ranging from a static Coulomb-hole plus screened exchange
�COHSEX� approximation1 which eliminates empty states in
� only and at the price of a crude description of QP energies,

to methods using a Sternheimer type of approach7,11 that are,
in principle, exact. When applied in a straightforward man-
ner the latter approach does not speed up with respect to the
standard SOS formulation7 but it can be improved by using
efficient algorithms8,9 and by introducing an optimal polariz-
ability basis.8 The latter methods are promising but require a
profound restructuring of the GW method and detailed com-
parisons, in particular, concerning the prefactor and hence
the crossover, with the SOS approach are still missing.12

In this work, we present a very efficient method which
retains all advantages of the SOS approach, namely, simplic-
ity, a good prefactor, and systematic and controlled accuracy
but completely eliminates empty states from the entire calcu-
lation, leading to an immediate speedup for all system sizes,
as well as an improved scaling. Here we calculate GW QP
energies to demonstrate the power of our approach but the
method is general and can be applied to other spectral quan-
tities.

In the calculation of the GW self-energy, the main numeri-
cal effort lies in the calculation of the matrix elements of �c,
the correlation part of the self-energy. For simplicity, we will
focus here on the diagonal matrix elements. The extension to
off-diagonal elements is straightforward. In its spectral rep-
resentation, the diagonal matrix elements �c

n are given by

�c
n��� = �

i
�
j�0

��n�Vj�i��2

� + � j sgn�� − 	i� − 	i
. �2�

Here �i� and 	i are the QP states and energies, respectively,
� j =E�N , j�−E�N ,0�− i
 are the excitation energies of the
N-electron system minus an infinitesimal 
 which ensures
the correct time ordering, � is the chemical potential, and
Vj�r� are fluctuation potentials13 which, together with � j rep-
resent W. Although the method that we will describe in this
work is valid for both finite and extended systems we will
focus here on the latter. Therefore, i and n should be consid-
ered multi-indices composed of the band index and the Bloch
vector. The summation over i in Eq. �2� can be split into a
summation over v with 	v�� and a summation over c with
	c��. In the following, we will focus on the latter since it is
the bottleneck in the calculation of �c

n as it sums over the, in
principle, infinite, empty states of the system. Introducing the
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Fourier transforms of the fluctuation potentials, we can re-
write this part as

�c
n,emp��� = �

j�0
�

q,G,G�

VG
j �q�VG�

j� �q�Sj
n�q,G,G�,�� , �3�

where we defined

Sj
n�q,G,G�,�� = �

c


̃cn
� �q + G�
̃cn�q + G��

� − � j − 	c
�4�

in which 
̃cn�q+G�= �c�e−i�q+G�·r�n�. It is the above summa-
tion over empty states that we want to eliminate. One can
always find a function �nj�q ,G ,G� ,�� such that the follow-
ing equality holds:

Sj
n�q,G,G�,�� =

�
c


̃cn
� �q + G�
̃cn�q + G��

� − � j − 	n − �nj�q,G,G�,��
�5�

since �nj�q ,G ,G� ,�� has sufficient degrees of freedom. Us-
ing the closure relation �c�c��c�=1−�v�v��v�, we obtain an
expression for Sj

n which contains a sum over occupied states
only. At variance with related ideas,6,10 the relation in Eq. �5�
is exact; the effective energy 	n+�nj�q ,G ,G� ,�� takes into
account the contributions of all the empty states to
Sj

n�q ,G ,G� ,��. For this reason we will refer to this ap-
proach as the effective-energy technique �EET�. It now re-
mains to transform the expression for �nj�q ,G ,G� ,�� such
that no empty states appear. Subtracting Eq. �5� from Eq. �4�
and making use of the fact that the 	i are eigenvalues of the

Hamiltonian Ĥ�r� with eigenstates �i� �Ref. 6�, we obtain

�nj�q,G,G�,��Sj
n�q,G,G�,��

= �
c


̃cn
� �q + G��c��Ĥ�r��,e−i�q+G��·r�	�n�

�� − � j − 	c	
. �6�

For notational convenience, we consider a Hamiltonian that
contains only a local potential. The derivation can be easily
generalized to include Hamiltonians with nonlocal potentials.
Working out the commutator and dividing both sides by Sj

n,
we obtain

�nj�q,G,G�,�� =
�q + G��2

2
+

S̃j
n�q,G,G�,��

Sj
n�q,G,G�,��

, �7�

where we defined

S̃j
n�q,G,G�,�� = �

c


̃cn
� �q + G� j̃cn�q + G��

�� − � j − 	c	
�8�

in which

j̃cn�q + G� = �c�e−i�q+G�·r�i�r	�n� · �q + G� . �9�

In Eq. �7�, �nj is expressed in terms of itself through Sj
n.

Since S̃j
n depends on a summation over the empty states solv-

ing for �nj will not lead to the desired result. However, in
view of the similarity of Eqs. �4� and �8�, we can also rewrite
Eq. �8� in terms of only occupied states in an equivalent
manner as Eq. �5� using a modified �nj. In principle, this

procedure could be continued ad infinitum. However, one
wishes to truncate the expression for �nj since, in practice,
one would like to use simple expressions. In the following,
we will show that these simple expressions already lead to
excellent results. Here we give explicitly the first three ap-
proximations for �nj that we obtain

��0��q,G�� =
�q + G��2

2
, �10�

�n
�1��q,G,G�� =

�q + G��2

2
+

fn

j�q,G,G��

fn


�q,G,G��

, �11�

�nj
�2��q,G,G�,�� =

�q + G��2

2
+

fn

j�q,G,G��

fn


�q,G,G��

� 
�nj −
�q + G��2

2
−

fn

j�q,G,G��

fn


�q,G,G��

�nj −
�q + G�2

2
−

fn
jj�q,G,G��

fn

j�q,G,G��

� ,

�12�

where �nj =�−� j −	n and

fn
ab�q,G,G�� = �

c

ãcn
� �q + G�b̃cn�q + G�� , �13�

where a and b can be either 
 or j.14 We use the closure
relation to get rid of the sum over empty states in fn

ab. Note
that, in particular, the expression for �nj

�2� is simple but highly
nontrivial due to its frequency dependence. Higher-order ex-
pressions for �nj will contain terms with higher-order deriva-
tives of the valence wave functions as well as derivatives of
the potential. Our results show that these terms can be safely
neglected. We note that the EET is exact in the limit of a
homogeneous electron gas starting at order �n

�1�.15 The ap-
proximations for �nj in Eqs. �10�–�12� are asymmetric with
respect to G and G�. This is due to the freedom in choosing
whether the Hamiltonian in Eq. �6� is applied inside the left
or right matrix element. Since the exact �nj is Hermitian, we
symmetrize the above results such that this exact constraint
is met at each level of approximation.

In practice, the excitation energies � j that enter �c
n are not

known and as a first step � has to be calculated. This � relies
on the calculation of �0 which in its spectral representation is
given by

�GG�
0 �q,�� = �

s=�1
�
v,c


̃cv
� �q + G�
̃cv�q + G��
s� − �	c − 	v� + i


. �14�

Since �0 has a similar structure as �c
n, we can also apply the

EET here to obtain an expression that does not contain any
empty states. The result is given by

�GG�
0 �q,�� = �

s=�1
�
v

fv


�q,G,G��

s� − �v��q,G,G�,s�� + i

. �15�

The approximations for �� equal those for � given in Eqs.
�10�–�12� with the difference that �nj has to be replaced by
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�. We have thus arrived at a simple GW method without
summations over empty states. Moreover, once the fn

ab are
determined the calculation of �c

emp ��0� scales as NnNG
2

�NvNG
2 � versus NcNnNG

2 �NcNvNG
2 � for the SOS approach,

where Nn is the number of diagonal matrix elements of �c,
Nv and Nc are the number of occupied and empty states,
respectively, and NG is the number of plane waves. The cal-
culation of the fn

ab can be done straightforwardly from 
̃ and
j̃ for an immediate overall speedup for any system on the
order of Nc /Nv with respect to the SOS approach or one can
improve the scaling using fast-Fourier transforms.16 We note
that since Eqs. �4� and �5� are similar and also Eqs. �14� and
�15�, if desired, the EET can be combined with the ideas of
Refs. 8 and 9, e.g., basis design, to get further speedups.

To illustrate the EET, we have implemented it in the AB-

INIT software package17 and performed G0W0 calculations
for some materials with zero-order energies and wave func-
tions obtained from Kohn-Sham density-functional theory
within the local-density approximation �LDA�.18 We used a
generalized plasmon-pole model fitting �−1 at imaginary
frequencies.19 In Fig. 1, we plot the real part of �c for the
highest occupied band of bulk silicon at the � point as a
function of the frequency around the LDA orbital energy. We
compare our EET results using various approximations for �
and �� with the converged SOS results �200 empty bands�
and those obtained with the static COHSEX approximation.
Using ���2� in �0 and ��0� in �, we already obtain results that
are in excellent agreement with the SOS result over the
whole frequency range of interest, thereby largely improving
on the COHSEX self-energy �using ���0� in �0 we obtain
self-energies which are, in general, not sufficiently accurate�.
With higher-order approximations, we can improve the re-
sults further. Since, in general, ��2� and ���2� lead to G0W0

results that are in good agreement with the exact SOS results
and since the difference with results obtained using higher-
order approximations is small, we will use ��2� and ���2� in
the remainder unless stated otherwise.

We also applied the EET to solid and atomic argon be-
cause they provide good test cases for two reasons: first, they
are very inhomogeneous systems and therefore very different
from the homogeneous systems for which our expressions
become exact and, second, the G0W0 QP energies lie far from
the LDA energies. In Fig. 2, we plot the G0W0 band structure
of solid argon for the three highest occupied bands and four
lowest empty bands using the standard SOS approach and
the EET. The two band structures are almost indistinguish-
able. We also reported the LDA band structure to show the
large difference between LDA and G0W0 energies. In Table I,
we summarize our EET results for the fundamental gaps of
silicon and solid argon, the direct band gap at � of silicon
and the highest occupied molecular orbital �HOMO�-lowest
unoccupied molecular orbital �LUMO� gap of atomic argon.
We obtain a large improvement with respect to the COHSEX
results which largely overestimate the G0W0 band gaps and a
very good agreement with the SOS approach. Moreover, the
accuracy of the absolute COHSEX energies is in the order of
1 eV while the accuracy of the absolute EET energies is in
the order of 0.1 eV. This means that accurate calculations of,
for example, band off-sets with the EET can be performed
since, contrary to COHSEX, it does not rely on error cancel-
lation.

In Table I, we also report the G0W0 band gap of SnO2
obtained using the SOS approach and the EET which again
agree well. We note that the �0 and � SOS calculations for
SnO2 required 1000 and 1600 bands, respectively, while the

TABLE I. Fundamental gaps �Eg� of silicon, solid argon, and
SnO2, the direct band gap at � ��v−�c� of silicon and the HOMO-
LUMO gap of atomic argon �H-L�.

LDA G0W0 �SOS� G0W0 �EET� COHSEX

Silicon �Eg� 0.52 1.20 1.19 1.75

Silicon ��v−�c� 2.56 3.23 3.22 3.76

Solid argon �Eg� 7.53 12.4 12.3 14.6

Atomic argon �H-L� 9.81 14.6 14.5 15.8

SnO2 �Eg� 0.91 2.88 2.94 4.61
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FIG. 1. �Color online� The real part of �c��� for the highest
occupied band at � for Si around the LDA orbital energy
�set to 0 eV�. Solid line �black�: G0W0 �SOS�; dotted line �green�:
G0W0 �EET: ���2� and ��0��; dashed line �red�: G0W0 �EET: ���2� and
��2��; dotted-dashed line �blue�: G0W0 �EET: ���4� and ��4��; double-
dotted-dashed line �violet�: COHSEX.
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FIG. 2. �Color online� Band structure of solid argon. Solid line
�black�: G0W0 �SOS�; dashed line �red�: G0W0 �EET�; dotted line
�blue�: LDA.
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EET calculations just required 34 occupied bands. The G0W0

band gap of SnO2 is not in good agreement with the experi-
mental band gap of 3.6 eV.20 This is due to the fact that the
LDA energies and wave functions do not provide a good
starting point for the G0W0 calculation. However, within the
GW method, we can recalculate the screening and self-
energy using updated energies and wave functions by includ-
ing some form of self-consistency. Using the SOS approach,
even the simplest GW method involving self-consistency, the
self-consistent COHSEX+G0W0 approach21 is computation-
ally quite demanding because �0 has to be recalculated. This
means that the energies and wave functions have to be up-
dated during self-consistency. This bottleneck can now be
reduced by applying the EET to the calculation of both the
static �0 in the self-consistent COHSEX calculation and the
subsequent G0W0 self-energy. We can thus include self-
consistency effects using occupied states only. Using the
EET, we were now able to determine the GW band gap of
SnO2 to be 3.8 eV which is in good agreement with experi-

ment. This result, which is summarized in Table II, confirms
that the EET could indeed be the method of choice for the
study of, e.g., TCOs.

In conclusion, we have introduced the effective-energy
technique which permits a simple and efficient evaluation of
spectral representations without summing over the infinite
number of empty states. Moreover, the EET speeds up cal-
culations by more than an order of magnitude for systems of
any size. We have illustrated our approach by applying it to
the G0W0 method and shown that the results perfectly repro-
duce the SOS results. Furthermore, by combining the EET
with the self-consistent COHSEX+G0W0 approach, we dem-
onstrated its power by calculating the band gap of SnO2. The
band gap thus obtained is in good agreement with that found
in experiment. Large speedups of more advanced self-
consistent GW approaches23 are also expected when com-
bined with the EET since only QP wave functions and ener-
gies of occupied states need to be updated. Other potential
applications of the EET include the calculation of RPA total
energies,24 optimized effective potentials25 and kernels,26 and
the modeling of self-energies.

We acknowledge funding from Triangle de la Physique
under Contract No. 2007-71, Saint-Gobain R&D under Con-
tract No. 091986, and the European Community’s FP7 under
grant agreement No. 211956.
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Abstract. In a recent publication [J.A. Berger, L. Reining, F. Sottile, Phys. Rev. B 82, 041103(R) (2010)]
we introduced the effective-energy technique to calculate in an accurate and numerically efficient manner
the GW self-energy as well as the polarizability, which is required to evaluate the screened Coulomb
interaction W . In this work we show that the effective-energy technique can be used to further simplify
the expression for the polarizability without a significant loss of accuracy. In contrast to standard sum-
over-state methods where huge summations over empty states are required, our approach only requires
summations over occupied states. The three simplest approximations we obtain for the polarizability are
explicit functionals of an independent- or quasi-particle one-body reduced density matrix. We provide
evidence of the numerical accuracy of this simplified effective-energy technique as well as an analysis of
our method.

1 Introduction

The polarizability of a system is an important phys-
ical quantity because it describes how the density of
a system responds to a perturbation. Therefore, this
quantity plays an important role in many condensed-
matter theories, such as many-body perturbation theory
(MBPT) [1], time-dependent density-functional theory [2],
and also in certain areas of ground-state density-functional
theory [3,4], e.g., the optimized-potential method [5,6] and
the generalized random-phase approximation (RPA) [7].
In almost all cases, as the first step, an independent-
particle polarizability is calculated. Traditionally, this
quantity is calculated by performing a sum over states
(SOS) which includes a summation over the occupied
states and a summation over all the, in principle infinitely
many, empty states. In practice the latter summation is
truncated but a large number of empty states is required
to reach numerical convergence [8–12].

Recently several approaches have been proposed in the
literature to overcome this problem [9,13–16]. The incen-
tive to resolve this problem is largely due to the recent
increased popularity of Hedin’s GW method [17] which
is the state-of-the-art MBPT approximation for the cal-
culation of quasiparticle energies of many-electron sys-
tems because it takes into account in an accurate and

a e-mail: arjan.berger@irsamc.ups-tlse.fr
b European Theoretical Spectroscopy Facility (ETSF),

http://www.etsf.eu

efficient manner the fact that each electron is screened
by its Coulomb hole. The polarizability is an important
quantity within GW since it is required for the calculation
of the screened Coulomb interaction. Another important
quantity within MBPT is the self-energy because it is the
quantity that takes into account all the many-body effects
beyond the Hartree potential. Within its standard sum-
over-states representation the GW approximation to the
self-energy also contains a summation over all the empty
states that is cumbersome to converge.

In recent years, many advances have been made
to eliminate or reduce the number of empty states
in the calculation of the polarizability and the self-
energy [9,13–16,18]. In particular, many efforts have been
made to improve the Sternheimer [19–21] approach for
the calculation of the polarizability and the self-energy
by introducing efficient iterative techniques [14–16] and
a self-consistent Sternheimer equation [13]. Other recent
proposals to speed up GW calculations involve the design
of efficient bases [22–24] or the use of simple approximate
physical orbitals [25].

Recently, we presented the effective-energy tech-
nique [26,27] (EET) to reformulate SOS expressions in
terms of occupied states only. Within the EET all the
empty states are accounted for by a single effective en-
ergy. Moreover, we demonstrated that this effective en-
ergy can be obtained from first principles. In recent works
we successfully applied this approach to calculate both
the polarizability and the GW self-energy in an accurate
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and numerically efficient manner for a large variety of sys-
tems [26,27].

However, often one is interested in the calculation of
only a few quasiparticle energies, e.g., the calculation of
a band gap. In these cases the main bottleneck of the
standard G0W 0 method [28,29] is the calculation of the
polarizability. While, within the SOS approach, the evalu-
ation of the self-energy scales as N3

at for each desired quasi-
particle energy, the calculation of the polarizability scales
as N4

at, where Nat is the number of atoms. We recently
showed that with the EET the scaling of the calculation
of the polarizability can be reduced to N3

at log Nat [26,27].
In this work we use the EET to further simplify the expres-
sion for the polarizability and thus reduce this scaling to
N3

at. We will show that the first three approximations that
we obtain with this simplified EET are explicit function-
als of an independent- or quasi-particle one-body reduced
density matrix.

The paper is organized as follows. In Section 2 we give
a detailed account of the theory behind this simplified
effective-energy technique for the polarizability. In Sec-
tion 3 we discuss some details of our implementation. In
Section 4 we show results of this simplified EET for quasi-
particle energies and band gaps of several kinds of mate-
rials. We compare these results to those of standard SOS
and EET calculations. Finally, in Section 5 we draw our
conclusions.

2 Theory

In the following we describe in detail how our simplified
effective-energy technique is used to obtain expressions for
the independent-particle polarizability that contain occu-
pied states only and scale as N3

at. We use atomic units
everywhere unless stated otherwise and time-reversal sym-
metry is assumed to hold throughout.

2.1 The independent-particle polarizability

In reciprocal space the time-ordered independent-particle
polarizability is defined as

χ0
GG′(q, ω) =

∑

s=±1

X(q,G,G′, sω)

+
occ∑

v,v′

(nv − nv′)
ρ̃∗

vv′ (q + G)ρ̃v′v(q + G′)
ω − (εv′ − εv) + iηsgn(εv′ − εv)

, (1)

in which ρ̃cn(q + G) = 〈c|e−i(q+G)·r|n〉. Here nv, εv, and
|v〉 are Kohn-Sham or quasi-particle occupation numbers,
energies, and states, respectively, and η is an infinitesimal
which ensure the correct time ordering. Furthermore, we
defined

X(q,G,G′, ω) =

occ∑

v

nv

empty∑

c

ρ̃∗
cv(q + G)ρ̃cv(q + G′)
ω − (εc − εv) + iη

.

(2)

We note that the second term on the right-hand side of
equation (1) leads to nonzero contributions in the case of
systems with partially occupied bands only. It is the sum-
mation over empty states that appears in equation (2)
that we eliminate. Although the method that we describe
in this work is valid for both finite and extended systems
described by periodic boundary conditions we focus here
on the latter. Therefore the indices v, v′, and c in equa-
tions (1) and (2) should be considered multi-indices com-
posed of the band index, the spin and the Bloch vector.

We now introduce a function Δ(q,G,G′, ω) which is
defined by the following equation:

X(q,G,G′, ω) =

∑
v,c nvρ̃

∗
cv(q + G)ρ̃cv(q + G′)

ω − Δ(q,G,G′, ω) + iη
. (3)

Such a function can always be found since Δ(q,G,G′, ω)
has the same degrees of freedom as the left-hand side of
equation (3). With the introduction of this function we
can use the closure relation,

∑
c |c〉〈c| = 1 − ∑

v |v〉〈v|
to obtain an expression for X(q,G,G′, ω) which contains
a summation over occupied states only. The relation in
equation (3) is exact; the effective energy Δ(q,G,G′, ω)
takes into account the contributions of all the empty states
to X(q,G,G′, ω).

Contrary to the effective energy in the original EET
(see, for example, Eq. (15) of Ref. [26]), the effective en-
ergy Δ(ω) in our simplified EET is independent of the
occupied state v. It is this simplification that allows us
to further reduce the scaling for the calculation of χ0(ω)
from N3

at log Nat to N3
at.

It now remains to find accurate approximations to
Δ(q,G,G′, ω) that do not contain any summations over
empty states. Following the strategy of references [26,27]
we will show that such approximations can be obtained
from first principles. Subtracting equation (3) from equa-
tion (2), and putting the right-hand side over a common
denominator, we obtain

0 =
∑

v,c

nv

[
ρ̃∗

cv(q + G)ρ̃cv(q + G′)

ω − (εc − εv) + iη

× (εc − εv − Δ(q,G,G′, ω))

ω − Δ(q,G,G′, ω) + iη

]
. (4)

Multiplying the above equation by [ω − Δ(ω) + iη] and
rearranging we arrive at

Δ(q,G,G′, ω)X(q,G,G′, ω) =
∑

v,c

nv
ρ̃∗

cv(q + G)ρ̃cv(q + G′)(εc − εv)

ω − (εc − εv) + iη
(5)

=
1

2

∑

v,c

nv
ρ̃∗

cv(q + G)〈c|[Ĥ(r′), e−i(q+G′)·r′
]|v〉 + h.c.

ω − (εc − εv) + iη
,

(6)

where h.c. denotes the Hermitian conjugate. In the last
step, we made use of the fact that the εi are eigenvalues
of the Hamiltonian Ĥ(r) with eigenstates |i〉 [30]. Here
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we consider a Hamiltonian that contains only a local po-
tential, i.e., Ĥ(r) = −∇2

r/2 + v(r). The derivation that
follows can be easily generalized to include Hamiltonians
with additional nonlocal potentials [27]. We note that the
symmetrization we carried out in the numerator of equa-
tion (6) ensures that the approximations for Δ(ω) that we
will derive in the following have the correct symmetry.

Working out the commutator in equation (6) and di-
viding both sides by X(ω) we obtain

Δ(q,G,G′, ω) = Q(q,G,G′) +
X̃(q,G,G′, ω)

X(q,G,G′, ω)
, (7)

where we defined

Q(q,G,G′) =
1

2

[ |q + G|2
2

+
|q + G′|2

2

]
(8)

X̃(q,G,G′, ω) =
1

2

∑

v,c

nv
ρ̃∗

cv(q + G)j̃cv(q + G′) + h.c.

[ω − (εc − εv) + iη]
,

(9)

in which

j̃cv(q + G) = 〈c|e−i(q+G)·r[i∇r]|v〉 · (q + G). (10)

In equation (7) Δ(ω) is expressed in terms of itself through

X(ω). Since X̃(ω) depends on a summation over the
empty states solving for Δ(ω) will not lead to the desired
result. However, in view of the similarity of equations (9)
and (2) we can also rewrite equation (9) in terms of occu-
pied states only in an equivalent manner as equation (3)

by defining a modified effective energy Δ̃(ω) such that

X̃(q,G,G′, ω) =
1

2

∑
v,c nvρ̃

∗
cv(q + G)j̃cv(q + G′)+h.c.

ω−Δ̃(q,G,G′, ω)+iη
.

(11)
Combining the above equation with equations (3) and (7)
leads to the following (exact) expression for Δ(ω):

Δ(q,G,G′, ω) = Q(q,G,G′) +
F ρj(q,G,G′)

F ρρ(q,G,G′)

× ω − Δ(q,G,G′, ω) + iη

ω − Δ̃(q,G,G′, ω) + iη
, (12)

where

F ρρ(q,G,G′) = ρ(G′ − G)

−
∫

drdr′ei(q+G)·re−i(q+G′)·r′ |ρ(r, r′)|2 (13)

F ρj(q,G,G′) =
i

2
P (q,G,G′) · (q + G′) + h.c. (14)

F jj(q,G,G′) = (q + G) · P̃ (q,G,G′) · (q + G′) (15)

in which

P (q,G,G′) =

∫
drei(G−G′)·r∇rρ(r)

−
∫

drdr′ei(q+G)·re−i(q+G′)·r′∇r′ |ρ(r, r′)|2 (16)

P̃ (q,G,G′) =

∫
drei(G−G′)·r∇r∇rρ(r)

−
∫

drdr′ei(q+G)·re−i(q+G′)·r′
ρ(r, r′)∇r∇r′ρ(r, r′).

(17)

The expression for F jj in equation (15) has been added
for future reference.

In analogy with the original EET [26,27] we obtain
the first-order approximation for Δ(ω) by setting Δ(ω) =

Δ̃(ω) in equation (12). We obtain

Δ(1)(q,G,G′) = Q(q,G,G′) +
F ρj(q,G,G′)
F ρρ(q,G,G′)

(18)

which is independent of the frequency. We note that,
contrary to the equivalent approximation in the original
EET [26,27], the above expression is not exact for a ho-
mogeneous electron gas. Further details are given in the
next section.

We continue the above iteritave procedure by express-
ing Δ̃(ω) in equation (12) in terms of another effective

energy ˜̃Δ(ω), etc. This second iteration then leads to

Δ(q,G,G′, ω) = Q(q,G,G′) +
F ρj(q,G,G′)
F ρρ(q,G,G′)

×

⎡
⎢⎣

ω − Q(q,G,G′) − F ρj(q,G,G′)
F ρρ(q,G,G′)

ω−Δ(q,G,G′,ω)

ω−Δ̃(q,G,G′,ω)

ω − Q(q,G,G′) − F jj(q,G,G′)
F ρj(q,G,G′)

ω−Δ̃(q,G,G′,ω)

ω− ˜̃Δ(q,G,G′,ω)

⎤
⎥⎦ (19)

where F jj is given in equation (15). Our second-order ap-

proximation for Δ(ω) is then obtained by setting ˜̃Δ(ω) =

Δ̃(ω) = Δ(ω). Let us now summarize our first three ap-
proximations for Δ(ω). We obtain

Δ(0)(q,G,G′) = Q(q,G,G′) (20)

Δ(1)(q,G,G′) = Q(q,G,G′) +
F ρj(q,G,G′)
F ρρ(q,G,G′)

(21)

Δ(2)(q,G,G′, ω) = Q(q,G,G′) +
F ρj(q,G,G′)

F ρρ(q,G,G′)

×

⎡
⎣ω − Q(q,G,G′) − F ρj(q,G,G′)

F ρρ(q,G,G′)

ω − Q(q,G,G′) − F jj(q,G,G′)
F ρj(q,G,G′)

⎤
⎦ .

(22)

Here we added a simple zero-order approximation which
neglects the second term on the right-hand side of equa-
tion (7). With the second-order expression Δ(2)(ω) we
have obtained an approximation which is frequency de-
pendent. The expression for Δ(2)(ω) is therefore nontrivial
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despite its simple form. Higher order expressions for Δ will
contain terms with higher order derivatives of the valence
wave functions as well as derivatives of the potential.

The above approximations for Δ(ω) as well as the cor-
responding approximations for χ0(ω) (for systems with
a gap) are explicit functionals of a one-body reduced
density matrix. Therefore, these effective energies could
also be useful in the modeling of density-matrix function-
als [31]. Furthermore, the polarizabilities obtained using
these effective energies could be used to calculate effi-
ciently RPA total energies [7], or to obtain optimized ef-
fective potentials [5,6].

2.2 Homogeneous electron gas

As can be seen by comparing equations (12) and (21),
for the approximation Δ(1) given in equation (21) to be
exact for a homogeneous electron gas it is required that
Δ̃hom(G, ω) = Δhom(G, ω). We now show that, in gen-
eral, this is not the case.

Combining equations (2) and (3) and making use of the
fact that the wave functions can be expressed in terms of
a single plane wave, i.e., φik(r) = ei(k+Gi)·r (we made the
k dependence explicit) we obtain

Δhom(G, ω) = ω −
∑

vck

δ(Gv − G − Gc)

×
[ ∑

v′c′k′

δ(Gv′ − G − Gc′)

ω − (εc′k′ − εv′k′) + iη

]−1

.

(23)

In a similar manner by combining equations (9) and (11)
we get

Δ̃hom(G, ω) =

ω −
∑

vck

δ(Gv − G − Gc)[(k + Gv) · (q + G)]

×
[ ∑

v′c′k′

δ(Gv′ − G − Gc′)[(k′ + Gv′) · (q + G)]

ω − (εc′k′ − εv′k′) + iη

]−1

.

(24)

Contrary to the original EET, the factors [(k+Gv) · (q+
G)] in the numerator and denominator of the second term
on the right-hand side of equation (24) do not cancel out
due to the summations over v and k in both the numerator
and denominator. Therefore Δ̃hom(G, ω) �= Δhom(G, ω).

Similarly one can show that ˜̃Δhom(G, ω) �= Δhom(G, ω),
etc.

Despite the fact that the approximation in equa-
tion (21) is not exact for the homogeneous electron gas,
we show in the next section that both the high-frequency
limit and the f -sum rule are satisfied.

2.3 Exact constraints

It is known that the RPA polarizability satisfies several
sum rules and exact constraints such as the high-frequency

limit and the f -sum rule. These constraints allow us to ob-
tain more insights in the approximations given by equa-
tions (20)−(22). In Section 2.3.1 we show that any approx-
imation Δ(k)(ω) with k > 0 satisfies the high-frequency
limit. However, the same is not true for the f -sum rule.
While we can show that the first-order approximation
Δ(1) satisfies the f -sum rule for its diagonal elements (see
Sect. 2.3.2), we cannot do the same for higher-order ap-
proximations, such as Δ(2)(ω). This opens a possible route
to construct improved approximations for Δ(ω). For ex-
ample, one could constrain higher-order approximations
to satisfy the f -sum rule.

2.3.1 The high-frequency limit

The high frequency limit of χ0(ω) is given by [32]

lim
ω→∞

ω2χ0
GG′(q, ω) = (q + G) · (q + G′)ρ(G′ − G). (25)

We will now show that this exact constraint remains satis-
fied when we express χ0(ω) in terms of an effective energy
for all approximations Δ(k)(q,G,G′, ω) with k > 0.

Performing a Taylor expansion of χ0
GG′(ω) around ω =

∞ yields for any k > 0

χ0
GG′(q, ω) =

1

ω2

[
2

[
F ρρQ(q,G,G′) + F ρj

]

+
∑

v,v′
(nv − nv′)ρ̃∗

v′v(G)ρ̃v′v(G
′)(εv′ − εv)

]
+ O

(
1

ω4

)
.

(26)

For notational convenience, we have suppressed the de-
pendence of F ρρ and F ρj on q,G and G′ as well as the
dependence of ρ̃v′v on q. Using the following relation

F ρρQ(q,G,G′) + F ρj =
∑

v,c

nvρ̃
∗
cv(G)ρ̃cv(G′)(εc − εv),

(27)
which can be verified by substitution of equations (13)
and (14), we obtain

χ0
GG′(q, ω) =

1

ω2

∑

n,n′
(nn − nn′)

× ρ̃∗
n′n(G)ρ̃n′n(G′)(εn′ − εn) + O

(
1

ω4

)
(28)

=
1

ω2

∑

n

nn〈n|
[
ei(q+G)·r,

[
Ĥ(r), e−i(q+G′)·r

]]
|n〉

+ O

(
1

ω4

)
(29)

=
1

ω2
(q + G) · (q + G′)ρ(G′ − G) + O

(
1

ω4

)
. (30)

We therefore obtain

lim
ω→∞

ω2χ0
GG′(q, ω) = (q + G) · (q + G′)ρ(G′ − G) (31)

which proves that the high-frequency limit is satisfied for
all Δ(k)(q,G,G′, ω) with k > 0.
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2.3.2 The f-sum rule

The generalized f -sum rule is given by [32]

∫ ∞

0

dωωImχ0
GG′(q, ω) = −π

2
(q+G) · (q+G′)ρ(G′ −G).

(32)
We will now show that this exact constraint also holds
for χ0(ω) when it is expressed in terms of an effective
energy using Δ(1) if we assume that Δ(1)(q,G,G′) is both
real and non-negative. This assumption holds true for the
diagonal elements Δ(1)(q,G,G) as can be verified from
equation (21). We can now use the following relation

lim
η→0+

1

x ± iη
= P 1

x
∓ iπδ(x), (33)

where P denotes the principal value, to write

∫ ∞

0

dωωImχ0
GG′(q, ω) = −πF ρρ

×
∫ ∞

0

dωω
[
δ(ω − Δ(1)) + δ(ω + Δ(1))

]

−π
∑

v.v′
(nv−nv′)ρ̃∗

v′v(G)ρ̃v′v(G′)
∫ ∞

0

dωωδ(ω−(εv′ −εv)).

(34)

For notational convenience, we have suppressed the de-
pendence of Δ(1) and F ρρ on q,G and G′ as well as the
dependence of ρ̃v′v on q. Since, thanks to time-reversal
symmetry,

∑

v.v′
(nv −nv′)ρ̃∗

v′v(G)ρ̃v′v(G′)
∫ ∞

0

dωωδ(ω − (εv′ − εv)) =

∑

v.v′

(nv − nv′)ρ̃∗
v′v(G)ρ̃v′v(G

′)
∫ 0

−∞
dωωδ(ω − (εv′ − εv))

(35)

we can write
∫ ∞

0

dωωImχ0
GG′(q, ω) = −πF ρρΔ(1)

− π

2

∑

v.v′

(nv − nv′)ρ̃∗
v′v(G)ρ̃v′v(G

′)(εv′ − εv) (36)

= −π

2

∑

n.n′

(nn − nn′)ρ̃∗
n′n(G)ρ̃n′n(G′)(εn′ − εn) (37)

= −π

2
(q + G) · (q + G′)ρ(G′ − G) (38)

where we used equation (27). Therefore, the f -sum rule
is satisfied for Δ(1)(q,G,G′). With the same procedure
we cannot show that the f -sum rule is satisfied for
Δ(0)(q,G,G′) and Δ(2)(q,G,G′, ω).

2.4 G0W0

In this work we focus on the efficient calculation of
the polarizability and, in particular, on how it can be
used to calculate efficiently the screened Coulomb po-
tential W (ω) = ε−1(ω)vc for GW calculations of quasi-
particle energies. Here ε(ω) is the dielectric function and
vc is the Coulomb potential. Within the standard G0W 0

method [28,29], ε(ω) is evaluated in the random-phase ap-
proximation (RPA). Within the RPA ε(ω) is directly re-
lated to χ0(ω): ε(ω) = 1− vcχ

0(ω). Therefore the calcula-
tion of W (ω) immediately benefits from the efficient EET
described above.

In order to obtain GW quasi-particle energies we also
have to calculate the GW self-energy Σ(ω). It is given
by the following convolution of G(ω), the single-particle
Green’s function, and W (ω),

Σ(r, r′, ω) = i

∫ ∞

−∞

dω′

2π
eiηω′

G(r, r′, ω + ω′)W (r, r′, ω′),

(39)
where the infinitesimal η is to be taken in the limit to zero
after the frequency integration.

In standard G0W 0 calculations the quasi-particle en-
ergies are obtained from first-order perturbation theory
where the perturbation is given by the difference of the
GW Hamiltonian and the Kohn-Sham (KS) Hamiltonian
of density-functional theory (DFT) [3,4], i.e., Σ(r, r′, ω)−
vxc(r), with vxc(r) the exchange-correlation potential of
DFT:

εn = εKS
n + Zn〈φKS

n |Σ(εKS
n ) − vxc|φKS

n 〉 (40)

where the renormalization factor Zn is given by

Zn =

[
1 − ∂〈φKS

n |Σ(ω)|φKS
n 〉

∂ω

∣∣∣∣
ω=εKS

n

]−1

. (41)

In previous works we have discussed how the GW self-
energy can be calculated accurately and efficiently without
summations over empty states using the EET [26,27]. We
refer the reader to those works for details.

2.5 Converging G0W0 calculations

Inserting the approximations derived in equa-
tions (20)−(22) into the expression for χ0(ω) in
equation (3) leads to approximations for χ0(ω) which
do not contain empty states. In the following we will
show that the approximation for χ0(ω) using the effective
energy given in equation (22) leads to accurate G0W 0

results. However, one might wish to converge to the
numerically exact G0W 0 result. Such numerically exact
results can be obtained efficiently and in a systematic
way by combining the EET and the SOS approach. In
the following we illustrate how we achieve this goal. We
first split the expression in equation (2) into two parts
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according to

X(q,G,G′, ω) =
∑

v

nv

[
M∑

c=Nv+1

ρ̃∗
cv(q + G)ρ̃cv(q + G′)
ω − (εc − εv) + iη

+

∞∑

c=M+1

ρ̃∗
cv(q + G)ρ̃cv(q + G′)

ω − Δ(q,G,G′, ω) + iη

]

(42)

where Nv is the number of occupied bands. Here we used
the simplified EET only in the second term on the right-
hand side which contains a summation over all the empty
states starting from M + 1. If we choose M = Nv we re-
trieve equation (3). However, if we choose M > Nv the
part that needs to be approximated with the EET be-
comes smaller as M increases. In this way we have ob-
tained an efficient way to converge X(ω), and therefore
χ0(ω), with respect to the number of empty states. We
note that this procedure is similar to the one proposed
by Bruneval and Gonze [9] with the important difference
that our approach generally converges more rapidly and,
most importantly, is parameter free.

2.6 Range of applicability

In this section we will briefly discuss the range of appli-
cability of the simplified EET. As mentioned before, in
principle, the EET can be used to rewrite any SOS ex-
pression in terms of occupied states only, namely by the
introduction of an effective energy with sufficient degrees
of freedom. However, we do not expect that in all cases
simple approximations to this effective energy will lead to
accurate results.

Let us consider, for example, the imaginary part of
the head of the polarizability tensor χ0

GG′(ω). The SOS
expression for this element is given by

Imχ0
00(q, ω) =

∑

v,c

∫
dr

∫
dr′φ∗

v(r)φc(r)φ
∗
c (r′)φv(r′)

× eiq·(r−r′)δ(ω − (εc − εv)) (43)

where, for simplicity, we assumed a material with a gap
and ω > 0. If we compare this to the EET result using
Δ(0) and Δ(1) we obtain

Imχ0
00(q, ω) = F ρρ(q,0,0)δ(ω − Δ(0)(q,0,0)) (44)

Imχ0
00(q, ω) = F ρρ(q,0,0)δ(ω − Δ(1)(q,0,0)). (45)

While equation (43) consists of a summation over a num-
ber of poles equal to NvNc, equations (44) and (45)
contain only a single pole. Therefore, with the simple

frequency-independent approximations Δ
(0)
v and Δ(1) we

will, in general, not be able to describe Imχ0
00(ω) in

an accurate way. Hence, we expect that the calculation
of an accurate absorption spectrum, which is closely re-
lated to Imχ0

00(ω), would require complicated frequency-
dependent effective energies far beyond Δ(1). We note

that, nevertheless, χ0
00(ω) expressed in terms of Δ(1) sat-

isfies the high-frequency limit and the generalized f -sum
rule (see Sects. 2.3.1 and 2.3.2).

On the other hand, we expect that quantities which de-
pend on frequency integrals over χ0(ω), such as the GW
self-energy, can be accurately reproduced with simple ap-
proximations to Δ(ω), precisely because exact constraints
such as the generalized f -sum rule and the high-frequency
limit are satisfied.

3 Implementation

We implemented the EET described above in the ABINIT
software package [33]. In this section we would like to dis-
cuss two technical details of our implementation.

First, as can be verified from equation (2), X(ω) does
not have poles in the energy range [−∞, εL−εH ] where εH

is the eigenvalue of the highest occupied state and εL is the
eigenvalue of the lowest empty state. In practice, however,
the approximations for Δ(ω) given in equations (20)−(22),
might lead to spurious poles in this energy range. In stan-
dard GW calculations the independent-particle polariz-
ability is evaluated on the imaginary-frequency axis, where
it has no poles (excepting metals at ω = 0), and then fit-
ted to a plasmon-pole model (PPM) [29,34]. Therefore,
numerical instabilities can only occur at ω = 0, where
there should be no pole. To avoid these instabilities we
constrain the effective energy Δ(ω) in equation (3) to the
range [εL − εH , ∞], i.e., Δ(ω) is set to εL − εH in the case
that the effective energy Δ(ω) obtained using the approxi-
mations in equations (20)−(22) results in Δ(ω) < εL−εH .
Using the first mean-value theorem for integration [35] one
can show that this constraint is exact for all diagonal el-
ements Δ(q,G,G, ω) since in this case the numerator on
the right-hand side of equation (2) is non-negative for ev-
ery v and c.

Second, as within the SOS approach, the calculation
of the head and wings of the dielectric matrix for q → 0
requires special attention since for these elements one can
not simply set q = 0. One usually employs k · p per-
turbation theory to evaluate the limit q → 0 for these
elements. However, k · p perturbation theory introduces
an additional summation over empty states. This can, for
example, be avoided by using a small but finite q or by nu-
merically expanding the wave functions around q = 0 [36].
However, since the calculation of the head and wings is an
order of magnitude smaller than the body and the number
of empty states required to reach convergence for these el-
ements is small, we found it more efficient to simply use
the SOS approach for the head and wings when q → 0.
The extra computational cost is negligible.

4 Results

4.1 Computational details

All our calculations were performed using separable norm-
conserving pseudopotentials [37,38]. For Sn, the semicore
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Table 1. Fundamental gaps (Eg) of silicon, solid argon, SnO2,
and ZnO, the direct band gap at Γ (Γ v − Γ c) of silicon and
the HOMO-LUMO gap of atomic argon (H − L).

LDA G0W 0 G0W 0 G0W 0

(SOS) (EET) (sEET)

Silicon (Eg) 0.52 1.21 1.10 0.98
Silicon (Γ v − Γ c) 2.56 3.24 3.17 3.11
Solid argon (Eg) 7.53 12.4 12.3 12.3
Atomic argon (H − L) 9.81 14.6 14.5 14.5
SnO2 (Eg) 0.94 2.89 2.86 2.88
ZnO (Eg) 0.82 2.56 2.39 2.50

electrons of the 4s, 4p, and 4d states were considered as
valence electrons. Similarly, for Zn, the semicore electrons
of the 3s, 3p, and 3d states were considered as valence
electrons. For Si and Ar we did not include the semicore
electrons in the valence. In the case of O the 2s and 2p
states were considered as valence.

For SnO2 we used calculcated lattice parameters and
atomic positions which we obtained from a density-
functional calculation using the local-density approxima-
tion (LDA), while for all the other materials we used
experimental values.

The k-point sampling of the Brillouin zone was carried
out using a Monkhorst-Pack (MP) grid [39]. In the cases
of SnO2 and ZnO we used a 4 × 4 × 6 and 6 × 6 × 4
MP grid, respectively, while for Si and solid Ar we used a
4 × 4 × 4 MP grid. For the calculation of the self-energy
these grids were shifted such that they contain the Γ -
point while for the calculation of the dielectric matrix they
were shifted such that they do not include the Γ -point. In
the cases of Si and solid Ar four such shifts were applied
to increase the number of k-points to 256. The ground-
state cut-off energies we used were 40 Ry (Si, Ar), 240 Ry
(SnO2), and 350 Ry (ZnO). The cut-off energies we used
for the dielectric matrix were 16 Ry (Si), 17.2 Ry (solid
Ar), 3.3 Ry (atomic Ar), 48 Ry (SnO2), and 80 Ry (ZnO).
We used the generalized plasmon-pole model of Godby
and Needs [34] to fit ε−1(ω).

4.2 Band gaps

In Table 1 we report the calculated band gaps of several
materials using the simplified EET (sEET) proposed in
this work to calculate the polarizability. We used Δ(2)(ω)
given in equation (22) to approximate the effective energy.
The calculation of the polarizability is combined with an
EET calculation of the self-energy using δ(2)(ω). We refer
the reader to references [26,27] for the approximations to
the effective energy of the original EET, δ(ω) and δ′(ω),
which are the effective energies for the self-energy and po-
larizability, respectively. For comparison we also report in
Table 1 the band gaps obtained with the standard SOS
approach as well as those obtained with the original EET
using δ(2)(ω) and δ′(2)(ω) as approximations for the ef-
fective energies in the calculation of the self-energy and
polarizability, respectively. For all materials except silicon
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Fig. 1. (Color online) Convergence behavior of the calculate
energies (in eV) of the VBM, CBM, and fundamental gap (Eg)
of Si with the number of empty states in both the screening
and self-energy calculcations. Triangles (black): SOS approach;
circles (red): SOS + EET approach using Δ(2) and δ(0); dia-
monds (blue): SOS+EET approach using δ′(0) and δ(0). The
insets focus on the difference between the SOS+EET approach
using Δ(2) and δ(0) and the SOS + EET approach using δ′(0)

and δ(0).

the band gaps obtained using the simplified EET to cal-
culate the polarizability are in very good agreement with
those obtained using the original EET. The calculated
band gaps are very close to the numerically converged
values given in the second column of Table 1. However,
in the case of silicon the band gaps come out too small
in comparison to both the SOS and the original EET1.
For silicon we can now use the SOS+ EET approach dis-
cussed in Section 2.5 to arrive at numerically converged
G0W 0 band gaps.

Contrary to the original EET the approximations
given in equations (20)−(22) all lead to the same N3

at

scaling for χ0(ω). Therefore, we can now use Δ(2)(ω) as
the effective energy in the EET part of the polarizabil-
ity calculation. For the EET part of the calculation of the
self-energy we use δ(0) to approximate the effective energy
since it is simple and accurate [26,27]. In Figure 1 we re-
port the convergence behavior of the calculated energies
of the VBM, CBM and band gap of Si with the number
of empty states using the standard SOS approach and the
SOS+ EET approach using Δ(2)(ω). We also compare to
results obtained with the original EET using δ′(0) [26,27]
since with this approximation the calculation of χ(0)(ω)
has the same scaling as with Δ(2)(ω). We see that
with the SOS + EET approach using Δ(2)(ω) numerical

1 The differences of the EET band gaps of Si reported in
this work and those reported in a previous work (Ref. [26]) are
due to a different choice of the symmetrization of the effective
energy in the self-energy.
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Fig. 2. (Color online) χ0
00(q, iω) of silicon as a function of ω

for q = (−0.375, −0.25, 0.375). Continuous (black) line: SOS;
dashed (red) line: EET using Δ(2)(ω); dot-dashed (blue) line:

EET using δ
′(2)
v (ω).

convergence of 10 meV is reached with about 20 empty
bands for the band gap and about 40 empty bands for
the VBM and CBM energies. Within the standard SOS
approach one has to use at least 10 times as much empty
states to reach the same level of convergence. The orig-
inal EET using δ′(0) also leads to results that converge
much quicker than the SOS method but not as fast as the
SOS +EET approach using Δ(2)(ω).

We note that although the approximation Δ(0) given
in equation (20) is the same as the approximation δ′(0)

described in references [26,27], the corresponding χ0(ω) is
not necessarily the same. The difference is due to the dif-
ferent constraints put on δ′(0) and Δ(0) in the calculation
of χ0(ω) at ω = 0. As described in Section 3 every Δ(0) is
constrained to lie within a certain range for this frequency.
This check is performed for every q, G, and G′. However,
in the case of δ′(0) this check is done for every q, G, G′,
and v. This also explains why the simple approximation
δ′(0) is doing relatively well compared to Δ(2)(ω) since the
latter is checked for every q, G, and G′ but not v. The
calculation of χ0(ω) using Δ(2)(ω) therefore truly scales
as N3

at.

4.3 Analysis

Let us inspect more closely some elements of χ0
GG′(q, ω).

In Figure 2 we plot χ0
00(q, ω) for Si at q = (−0.375,

−0.25, 0.375) obtained with the SOS approach, with the

EET using δ
′(2)
v (ω) [26,27], and with the simplified EET

using Δ(2)(ω). We see that for this element we obtain a
very good agreement between the two EET’s and the SOS
approach over the whole frequency range. The good agree-
ment for high frequency is guaranteed by the fulfillment of

the high-frequency limit by δ
′(2)
v (ω) and Δ(2)(ω). In Fig-

ure 3 we plot χ0
00(q, ω) for Si at q = (−0.125, 0.125, 0.0)

obtained with the SOS approach, with the EET using

δ
′(2)
v (ω), and with the simplified EET using Δ(2)(ω).
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Fig. 3. (Color online) χ0
00(q, iω) of silicon as a function of

ω for q = (−0.125, 0.125, 0.0). Continuous (black) line: SOS;
dashed (red) line: EET using Δ(2)(ω); dot-dashed (blue) line:

EET using δ
′(2)
v (ω).

Again, the coincidence of the three curves at high fre-
quency is guaranteed by the fulfillment of the high-
frequency limit. However, for this element the agreement
between the two EET’s and the SOS approach is not
very good in the low-frequency range, with the EET using

δ
′(2)
v (ω) being slightly better than the EET using Δ(2)(ω).

Interestingly, a numerical integration of the three
curves over the positive frequency range shows that the

f -sum rule is satisfied by the EET using δ
′(2)
v (ω) and

Δ(2)(ω). The same is true for the curves in Figure 2. This
is interesting because we were not able to show the ful-
fillment of this sum rule analytically. It might, therefore,
not be necessary to improve the EET by imposing the
f -sum rule. A better strategy would probably be to try to
impose some constraints for the low-frequency range. We
note that this can be partially achieved by constraining

δ
′(2)
v (ω) and Δ(2)(ω) with mean-value theorems for inte-

gration as discussed in Section 3. For example, in the cases
of the element of the polarizability plotted in Figure 3 this
leads to a reduction of the absolute value of χ0

00(q, ω) at

ω = 0 of 15% in the case of δ
′(2)
v (ω). In the case of Δ(2)(ω)

the effect is negligible. Therefore, other constraints have
to be found to improve Δ(ω) in the low-frequency range.

Let us now look more closely at the effective energy
Δ(ω) itself. From equation (3) we obtain an expression
for the exact Δ(ω):

Δ(q,G,G′, ω) = ω − F ρρ(q,G,G′)

X(q,G,G′, ω)
, (46)

where X(ω) can be calculated exactly from equation (2).
We can now compare the approximate Δ(2)(ω) to the
exact Δ(ω). Therefore, in Figures 4 and 5 we report
Δ(q,0,0, iω) and Δ(2)(q,0,0, iω) as a function of the
frequency for the two q vectors that correspond to the
χ0

00(q, iω) shown in Figures 2 and 3.
We see that for high frequencies Δ(2)(q,G,G′, ω)

is tending to the exact Δ(q,0,0, ω). In the limit
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Fig. 4. (Color online) Real and imaginary part of Δ(q,0,0, iω)
for silicon as a function of ω for q = (−0.375, −0.25, 0.375).
Continuous (black) line: SOS; dashed (red) line: Δ(2)(ω). The
insets show the real and imaginary part of Δ(q,0, 0, iω) at
high frequency.
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Fig. 5. (Color online) Real and imaginary part of Δ(q,0,0, iω)
for silicon as a function of ω for q = (−0.125, 0.125, 0.0). Con-
tinuous (black) line: SOS; dashed (red) line: Δ(2)(ω). The in-
sets show the real and imaginary part of Δ(q,0, 0, iω) at high
frequency.

ω → ∞ we obtain the same value for both, namely
|q|2ρ(0)/F ρρ(q,0,0). In general, the high-frequency limit
of both the exact Δ(q,G,G′, ω) and an approximate
Δ(k)(q,G,G′, ω) with k > 0 is (q + G) · (q + G′)ρ(G′ −
G)/F ρρ(q,G,G′). This result can be obtained in a simi-
lar way as was done to obtain the high-frequency limit of
χ(0)(ω) in Section 2.3.1.

5 Conclusions

In this work we derived efficient approximations to the po-
larizability that scale as N3

at using a simplified effective-
energy technique. We used the polarizabilities thus ob-
tained for the calculation of G0W 0 band gaps and showed
that there is, in general, no significant loss of accu-
racy with respect to the standard effective-energy tech-
nique. The three simplest approximations we obtain for
the polarizability with this simplified EET are explicit
functionals of an independent- or quasi-particle one-body
reduced density matrix. Therefore, the results of this work
could be used to develop functionals in the framework of
density-matrix-functional theory [31], to derive optimized-
effective potentials [5,6], and to calculate total energies
using the random-phase approximation [7].

We acknowledge funding from Triangle de la Physique un-
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No. 091986, the European Community’s FP7 under Grant
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28. R.W. Godby, M. Schlüter, L.J. Sham, Phys. Rev. B 37,
10159 (1988)

29. M.S. Hybertsen, S.G. Louie, Phys. Rev. B 34, 5390 (1986)

30. F. Bechstedt, R. Del Sole, G. Cappellini, L. Reining, Solid
State Commun. 84, 765 (1992)

31. T.L. Gilbert, Phys. Rev. B 12, 2111 (1975)
32. D.L. Johnson, Phys. Rev. B 9, 4475 (1974)
33. X. Gonze, G.M. Rignanese, M. Verstraete, J.M. Beuken,

Y. Pouillon, R. Caracas, F. Jollet, M. Torrent,
G. Zerah, M. Mikami, P. Ghosez, M. Veithen, J.Y. Raty,
V. Olevano, F. Bruneval, L. Reining, R. Godby, G. Onida,
D.R. Hamann, D.C. Allan, Z. Kristallogr. 220, 558 (2005)

34. R.W. Godby, R.J. Needs, Phys. Rev. Lett. 62, 1169 (1989)
35. H. von Mangoldt, K. Knopp, Einführung in die höhere

Mathematik (S. Hirzel Verlag, Stuttgart, 1948)
36. X. Gonze, Phys. Rev. B 55, 10337 (1997)
37. L. Kleinman, D.M. Bylander, Phys. Rev. Lett. 48, 1425

(1982)
38. N. Troullier, J.L. Martins, Phys. Rev. B 43, 1993 (1991)
39. H.J. Monkhorst, J.D. Pack, Phys. Rev. B 13, 5188 (1976)



PHYSICAL REVIEW B 85, 085126 (2012)

Efficient GW calculations for SnO2, ZnO, and rubrene: The effective-energy technique

J. A. Berger,1,3,* Lucia Reining,2,3 and Francesco Sottile2,3

1Laboratoire de Chimie et Physique Quantiques (UMR 5626 du CNRS), IRSAMC, Université P. Sabatier, 118 Route de Narbonne,
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In a recent Rapid Communication [J. A. Berger, L. Reining, and F. Sottile, Phys. Rev. B 82, 041103(R) (2010)],
we presented the effective-energy technique to evaluate, in an accurate and numerically efficient manner, electronic
excitations by reformulating spectral sum-over-states expressions such that only occupied states appear. In our
approach all the empty states are accounted for by a single effective energy that can be obtained from first
principles. In this work we provide further details of the effective-energy technique, in particular, when combined
with the GW method, in which a huge summation over empty states appears in the calculation of both the
screened Coulomb interaction and the self-energy. We also give further evidence of the numerical accuracy of
the effective-energy technique by applying it to the technological important materials SnO2 and ZnO. Finally,
we use this technique to predict the band gap of bulk rubrene, an organic molecular crystal with a 140-atom unit
cell.
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I. INTRODUCTION

Many-body perturbation theory (MBPT) has become the
standard tool for the calculation of quasiparticle energies. The
fundamental quantity of MBPT is the single-particle Green’s
function, the poles of which are the electron removal and
addition energies of the system. For the study of many-electron
systems, such as solids and macromolecules, the state-of-the-
art MBPT approximation is Hedin’s GW 1 method because it
takes into account in an accurate and efficient manner the fact
that each electron is screened by its Coulomb hole.

However, the GW approach is a computationally demand-
ing method, which limits its application to relatively simple
systems. The main reason for this shortcoming is related
to the simple but slowly converging sum-over-states (SOS)
approach used in standard GW implementations to calculate
both the screened Coulomb interaction and the self-energy. The
self-energy is the quantity within MBPT that takes into account
all the many-body effects beyond the Hartree potential. The
SOS approach requires the summation of an, in principle,
infinite number of empty states. In practice, this summation
is truncated but a huge number of empty states is required to
reach numerical convergence.2–6

In the past, several approaches have been proposed to
overcome this problem of GW , beginning with the Coulomb
hole plus screened exchange (COHSEX) approximation.1 The
COHSEX self-energy is a static approximation to the GW

self-energy which eliminates empty states in the self-energy
only, and at the price of a crude description of the quasiparticle
energies. The omitted dynamical part can be approximately
accounted for by a linear expansion of the GW self-energy
with respect to the frequency.7,8 Alternatively, one can use a
Sternheimer type of approach,9–11 that is in principle exact, for
both the screened interaction and the self-energy. However,
in its straightforward application, an approximate Taylor
expansion around a set of reference energies is necessary to
improve on the standard SOS formulation.11

In recent years, thanks to an increased interest in the
GW method, many advances have been made to eliminate or
reduce the number of empty states in GW calculations.6,12–16

In particular, many efforts have been made to improve the
Sternheimer approach for GW calculations by introducing
efficient iterative techniques12–14 and a self-consistent Stern-
heimer equation.15 Other recent proposals to speed up GW

calculations involve the design of efficient bases17–19 or the
use of simple approximate physical orbitals.20

Recently, we presented the effective-energy technique21

(EET) to reformulate SOS expressions in terms of occupied
states only. Within the EET all the empty states are accounted
for by a single effective energy. Moreover, we demonstrated
that this effective energy can be obtained from first principles
and that already simple approximations to the effective energy
lead to excellent results.21 Therefore, the EET is an efficient
method that retains the advantages of the SOS approach,
such as simplicity and a good prefactor, but eliminates empty
states from the calculation, leading to an immediate speedup
for all system sizes. In principle, the EET could be used to
speed up the calculation of many spectral quantities. The GW

method, in particular, benefits from this approach, as an SOS
is encountered twice, once for the calculation of the screening
and once for the calculation of the self-energy.

The paper is organized as follows. In Sec. II we give a
detailed account of the theory behind the EET. In particular,
we focus on its application to the efficient calculation of the
polarizability and the GW self-energy. In Sec. III we discuss
some details of our implementation of the EET. In Sec. IV
we show results of the EET for quasiparticle energies and
band gaps of SnO2 and ZnO, two materials with interesting
electronic applications, in particular, in the field of transparent
conducting oxides. We compare these results to those of
standard SOS calculations. We then use the EET to predict the
band gap of a large molecular crystal, namely, bulk rubrene.
Finally, in Sec. V we draw our conclusions.

085126-11098-0121/2012/85(8)/085126(11) ©2012 American Physical Society
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II. THEORY

In the following we describe in detail how the EET can
be used to reformulate both the GW self-energy and the
polarizability in terms of occupied states only. We use atomic
units everywhere unless stated otherwise and time-reversal
symmetry is assumed to hold throughout.

A. The GW self-energy

The GW self-energy � is given by the convolution

�(r,r′,ω) = i

∫ ∞

−∞

dω′

2π
eiηω′

G(r,r′,ω + ω′)W (r,r′,ω′), (1)

where the infinitesimal η is to be taken in the limit to 0 after
the frequency integration. In the above expression G(ω) is the
single-particle Green’s function and W (ω) is the dynamically
screened Coulomb potential given by

W (r,r′,ω) =
∫

dr′′ ε
−1(r,r′′,ω)

|r′′ − r′| , (2)

where the inverse dielectric function ε−1(ω) is defined as

ε−1(r,r′,ω) = δ(r − r′) +
∫

dr′′ χ (r′′,r′,ω)

|r − r′′| . (3)

The reducible time-ordered polarizability χ (ω) is given by

χ (r,r′,ω) =
∞∑

g=1

2ωgng(r)ng(r′)
ω2 − ω2

g

, (4)

where ωg = E(N,g) − E(N,0) − iη are the neutral excitation
energies of the N -electron system minus an infinitesimal
iη, which ensures the correct time ordering, and ng are the
corresponding oscillator strengths. To keep our formalism
general we do not yet make any assumptions on the excita-
tion energies and oscillator strengths and, therefore, on the
dielectric function. From Sec. II C onward we employ the
usual random-phase approximation (RPA) for the dielectric
function, which is generally associated with the GW approx-
imation. In standard GW calculations the Green’s function
in Eq. (1) is replaced by a zero-order or independent-particle
Green’s function G0(ω) which, in its spectral representation,
reads

G0(r,r′,ω) =
∞∑
i=1

φi(r)φ∗
i (r′)

ω − εi − iηsgn(μ − εi)
, (5)

where φi(r) and εi are quasiparticle wave functions and ener-
gies, respectively, and μ is the chemical potential. Although
the method that we describe in this work is valid for both finite
systems and extended systems described by periodic boundary
conditions, we focus here on the latter. Therefore the index i

in Eq. (5) should be considered a multi-index composed of the
band index, the spin, and the Bloch vector. The substitution of
G0(ω) for G(ω) in Eq. (1) permits us to carry out analytically
the frequency integration in Eq. (1), giving22

�(r,r′,ω) = �x(r,r′ω) + �c(r,r′ω), (6)

�x(r,r′,ω) =
∞∑
i=1

θ (μ − εi)
φi(r)φ∗

i (r′)
|r − r′| , (7)

�c(r,r′,ω) =
∞∑
i=1

∞∑
g=1

V g(r)V g(r′)φi(r)φ∗
i (r′)

ω + ωg sgn(μ − εi) − εi

, (8)

where we divided the self-energy into an exchange (�x) and a
correlation (�c) part and where V g(r) = ∫

dr′ng(r′)/|r − r′|
are fluctuation potentials. Only the correlation part of the self-
energy implies a summation over all the empty states, and
therefore we only consider this part of the self-energy in the
following.

In standard GW calculations23,24 the quasiparticle energies
are obtained from first-order perturbation theory, where the
perturbation is given by the difference between the GW

Hamiltonian and the Kohn-Sham (KS) Hamiltonian of density-
functional theory (DFT),25,26 i.e., �(r,r′,ω) − vxc(r), with
vxc(r) the exchange-correlation potential of DFT:

εn = εKS
n + Zn

〈
φKS

n

∣∣�(
εKS
n

) − vxc

∣∣φKS
n

〉
, (9)

where the renormalization factor Zn is given by

Zn =
⎡
⎣1 − ∂

〈
φKS

n

∣∣�(ω)
∣∣φKS

n

〉
∂ω

∣∣∣∣∣
ω=εKS

n

⎤
⎦

−1

. (10)

Therefore in standard GW calculations one does not require
the full knowledge of the spatial dependence of the self-energy
but only has to evaluate its diagonal matrix elements. In
Eqs. (9) and (10), these matrix elements involve KS wave
functions. However, to keep our formulation general, in
the following we consider matrix elements of general wave
functions which can be the eigenfunctions either of a KS
Hamiltonian or of a general static nonlocal Hamiltonian.

B. The effective-energy technique

The matrix elements of the correlation part �n
c (ω) ≡

〈n|�c(ω)|n〉 are given by

�n
c (ω) =

∞∑
i=1

∞∑
g=1

|〈n|V g|i〉|2
ω + ωg sgn(μ − εi) − εi

. (11)

The summation over i in Eq. (11) can be split into a summation
over occupied states v with εv < μ and a summation over
empty states c with εc > μ. In the following we focus on the
latter summation since it is the bottleneck in the calculation of
�n

c as it sums over the, in principle infinite, empty states of the
system. Introducing the Fourier transforms of the fluctuation
potentials,

V g(r) =
∑
q,G

V
g

G(q)ei(q+G)·r, (12)

V
g

G(q) = 1




∫
drV g(r)e−i(q+G)·r, (13)

with 
 the volume of the system, we can rewrite this part as

�n,emp
c (ω)=

∞∑
g=1

∑
q,G,G′

V
g

G(q)V g∗
G′ (q)Sn

g (q,G,G′,ω), (14)

where we defined

Sn
g (q,G,G′,ω) =

∑
c

ρ̃∗
cn(q + G)ρ̃cn(q + G′)

ω − ωg − εc

, (15)
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in which ρ̃cn(q + G) = 〈c|e−i(q+G)·r|n〉. It is the above sum-
mation over empty states that we eliminate. We now introduce
a function δng(q,G,G′,ω), which is defined by the following
equation:

Sn
g (q,G,G′,ω) =

∑
c ρ̃∗

cn(q + G)ρ̃cn(q + G′)
ω − ωg − εn − δng(q,G,G′,ω)

. (16)

Such a function can always be found since δng(q,G,G′,ω)
has the same degrees of freedom as the left-hand side of
Eq. (16). With the introduction of this function we can use the
closure relation,

∑
c |c〉〈c| = 1 − ∑

v |v〉〈v|, and we obtain an
expression for Sn

g which contains a summation over occupied
states only. The relation in Eq. (16) is exact; the effective
energy εn + δng(q,G,G′,ω) takes into account the contribu-
tions of all the empty states to Sn

g (q,G,G′,ω). For this reason
we have named this approach the effective-energy technique
(cf. the common-energy denominator approximation).27 It now
remains to find accurate approximations to δng(q,G,G′,ω)
that do not contain any summations over empty states. In the
following we show that such approximations can be obtained
from first principles. Subtracting Eq. (16) from Eq. (15), and
putting the right-hand side over a common denominator, we
obtain

0 =
∑

c

[
ρ̃∗

cn(q+G)ρ̃cn(q+G′)
[ω−ωg−εc]

(εc−εn−δng(q,G,G′,ω))

[ω−ωg−εn−δng(q,G,G′,ω)]

]
.

(17)

Multiplying the above equation by [ω − ωg − εn − δng(ω)]
and rearranging, we arrive at

δng(q,G,G′,ω)Sn
g (q,G,G′,ω)

=
∑

c

ρ̃∗
cn(q + G)ρ̃cn(q + G′)(εc − εn)

ω − ωg − εc

(18)

= 1

2

∑
c

ρ̃∗
cn(q + G)〈c|[Ĥ (r′),e−i(q+G′)·r′

]|n〉 + H.c.

ω − ωg − εc

, (19)

where H.c. denotes the Hermitian conjugate. In the last
step, we made use of the fact that the εi are eigenvalues
of the Hamiltonian Ĥ (r) with eigenstates |i〉.8 Here we
consider a Hamiltonian that contains only a local potential,
i.e., Ĥ (r) = −∇2

r /2 + v(r). The derivation that follows can
be easily generalized to include Hamiltonians with additional
nonlocal potentials (see Appendix A for further details). We
note that the symmetrization we carried out in the numerator
of Eq. (19) ensures that the approximations for δng(ω) that we
derive in the following have the correct symmetry.

Working out the commutator in Eq. (19) and dividing both
sides by Sn

g , we obtain

δng(q,G,G′,ω) = Q(q,G,G′) + S̃n
g (q,G,G′,ω)

Sn
g (q,G,G′,ω)

, (20)

where we have defined

Q(q,G,G′) = 1

2

[ |q + G|2
2

+ |q + G′|2
2

]
, (21)

S̃n
g (q,G,G′,ω) = 1

2

∑
c

ρ̃∗
cn(q + G)j̃cn(q + G′) + H.c.

[ω − ωg − εc]
, (22)

in which

j̃cn(q + G) = 〈c|e−i(q+G)·r[i∇r]|n〉 · (q + G). (23)

In the case where the Hamiltonian in Eq. (19) contains an
additional nonlocal potential vnl(r,r′), the expression for j̃cn

in Eq. (23) has an additional term. This generalized expression
for j̃cn is shown in Eq. (A1). In Eq. (20) δng is expressed in
terms of itself through Sn

g . Since S̃n
g depends on a summation

over the empty states, solving for δng will not lead to the desired
result. However, in view of the similarity of Eqs. (22) and (15),
we can also rewrite Eq. (22) in terms of occupied states only
in an equivalent manner to Eq. (16) by defining a modified
effective energy εn + δ̃ng such that

S̃n
g (q,G,G′,ω) = 1

2

∑
c ρ̃∗

cn(q + G)j̃cn(q + G′) + H.c.

ω − ωg − εn − δ̃ng(q,G,G′,ω)
. (24)

Combining the above equation with Eqs. (16) and (20) leads
to the following (exact) expression for δng(ω):

δng(q,G,G′,ω) = Q(q,G,G′)

+ f
ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

ωng−δng(q,G,G′,ω)

ωng−δ̃ng(q,G,G′,ω)
, (25)

in which ωng = ω − ωg − εn and where

f ρρ
n (q,G,G′) = −

∑
v

ρ̃∗
vn(q + G)ρ̃vn(q + G′)

+ ρ̃nn(G′ − G), (26)

f ρj
n (q,G,G′) = 1

2

[
−

∑
v

ρ̃∗
vn(q + G)j̃vn(q + G′)

+〈n|ei(G−G′)·r(i∇r)|n〉 · (q + G′)

]
+ H.c.

(27)

f jj
n (q,G,G′) = −

∑
v

j̃ ∗
vn(q + G)j̃vn(q + G′)

+ (q + G) · 〈∇rn|ei(G−G′)·r|∇rn〉 · (q + G′).
(28)

The expression for f
jj
n in Eq. (28) has been added for future

reference. In principle, the above procedure could be continued
ad infinitum by expressing δ̃ng(ω) in Eq. (25) in terms of

another effective energy εn + ˜̃δng(ω), etc. However, one wishes
to truncate the expression for δng since, in practice, one
would like to use simple expressions. In Ref. 21 we showed
that simple expressions already lead to excellent results. To
truncate this expression we make use of the fact that, for a
homogeneous electron gas, δng = δ̃ng (see Appendix B for
further details). This motivates our first-order approximation
for δng(ω):

δ(1)
n (q,G,G′) = Q(q,G,G′) + f

ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

, (29)

which is independent of both g and ω. Higher order approx-
imations for δng(ω) are obtained by continuing the iterative
procedure described above and truncating the remaining
expression in such a way that the approximate expression
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remains exact for a homogeneous electron gas. For example,
a second iteration [which introduces ˜̃δng(ω)] leads to

δng(q,G,G′,ω)

= Q(q,G,G′) + f
ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

×

⎡
⎢⎣ωng − Q(q,G,G′) − f

ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

ωng−δng (q,G,G′,ω)
ωng−δ̃ng (q,G,G′,ω)

ωng − Q(q,G,G′) − f
jj
n (q,G,G′)

f
ρj
n (q,G,G′)

ωng−δ̃ng (q,G,G′,ω)

ωng− ˜̃δng (q,G,G′,ω)

⎤
⎥⎦ ,

(30)

where f
jj
n is given in Eq. (28). Our second-order approx-

imation for δng(ω) is then motivated by the fact that, for

a homogeneous electron gas, ˜̃δng(ω) = δ̃ng(ω) = δng(ω). We
now summarize the first three approximations for δng that we
obtain:

δ(0)(q,G,G′) = Q(q,G,G′), (31)

δ(1)
n (q,G,G′) = Q(q,G,G′) + f

ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

, (32)

δ(2)
ng (q,G,G′,ω) = Q(q,G,G′) + f

ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

×
⎡
⎣ωng − Q(q,G,G′) − f

ρj
n (q,G,G′)

f
ρρ
n (q,G,G′)

ωng − Q(q,G,G′) − f
jj
n (q,G,G′)

f
ρj
n (q,G,G′)

⎤
⎦ .

(33)

Here we added a simple zero-order approximation which
neglects the second term on the right-hand side of Eq. (20).
With the second-order expression δ(2)

ng (ω), we have obtained an
approximation which is frequency dependent. The expression
for δ(2)

ng (ω) is therefore nontrivial despite its simple form.
Higher order expressions for δng will contain terms with higher
order derivatives of the valence wave functions as well as
derivatives of the potential. Also, these expressions are, by
construction, exact for the homogeneous electron gas. Our
results have shown that for inhomogeneous systems these
terms can be safely neglected.21

C. The polarizability

In practice, the neutral excitation energies ωg and fluctua-
tion potentials V

g

G(q) that enter �n
c (ω) are not known, and as

the first step, ε(ω) has to be calculated. The dielectric function
can be expressed in terms of the time-ordered irreducible
polarizability χ̃ (ω) according to

ε(r,r′,ω) = δ(r − r′) −
∫

dr′′ χ̃ (r′′,r′,ω)

|r − r′′| . (34)

Within an approximation that is consistent with the GW ap-
proximation for the self-energy, χ̃(ω) is given by a convolution
of two Green’s functions:

χ̃(r,r′,ω) = −i

∫
dω′G(r,r′,ω + ω′)G(r′,r,ω′). (35)

In standard calculations the Green’s functions are replaced
by zero-order Green’s functions [see Eq. (5)], which leads to

χ0(ω), the irreducible polarizability in the RPA. The frequency
integral can then be evaluated analytically, which, in reciprocal
space, leads to the expression

χ0
GG′(q,ω) =

∑
s=±1

∑
v

nvXv(q,G,G′,sω) +
occ∑
v,v′

(nv − nv′ )

× ρ̃∗
vv′ (q + G)ρ̃v′v(q + G′)

ω − (εv′ − εv) + iηsgn(εv′ − εv)
, (36)

in which nv are occupation numbers and where we have defined

Xv(q,G,G′,ω) =
∑

c

ρ̃∗
cv(q + G)ρ̃cv(q + G′)
ω − (εc − εv) + iη

. (37)

We note that the second term on the right-hand side of Eq. (36)
only leads to nonzero contributions in the case of systems with
partially occupied bands. Since Xv(ω) has a structure similar
to that of Sn

g (ω) in Eq. (15), we can also apply the EET to
Xv(ω) and thus obtain an expression for χ0(ω) that does not
contain any summations over empty states. Introducing the
effective energy εv + δ′

v(ω), we can rewrite Xv(ω) as

Xv(q,G,G′,ω) = f ρρ
v (q,G,G′)

ω − δ′
v(q,G,G′,ω) + iη

. (38)

To obtain approximations for δ′
v(ω) we can follow a strategy

similar to that for δng(ω). The first three approximations that
we obtain are

δ′(0)(q,G,G′) = Q(q,G,G′), (39)

δ′(1)
v (q,G,G′) = Q(q,G,G′) + f

ρj
v (q,G,G′)

f
ρρ
v (q,G,G′)

, (40)

δ′(2)
v (q,G,G′,ω) = Q(q,G,G′) + f

ρj
v (q,G,G′)

f
ρρ
v (q,G,G′)

×
⎡
⎣ω − Q(q,G,G′) − f

ρj
v (q,G,G′)

f
ρρ
v (q,G,G′)

ω − Q(q,G,G′) − f
jj
v (q,G,G′)

f
ρj
v (q,G,G′)

⎤
⎦ .

(41)

We note that the zero- and first-order approximations for δ′(ω)
are identical in form to those for δ(ω).

Finally, we note that the expression for χ0(ω) could be
further simplified if, instead of approximating Xv(ω), we
approximate

∑
v nvXv(ω). Further details of this simplified

EET are given in Appendix C.

D. Exact constraints

It is known that the RPA polarizability satisfies several sum
rules and exact constraints such as the high-frequency limit
and the f -sum rule. These constraints allow us to obtain more
insights in the approximations given by Eqs. (39)–(41). In
Sec. II D 1 we show that any approximation δ′(k)

v with k > 0
satisfies the high-frequency limit. However, the same is not
true for the f -sum rule. While we can show that the first-order
approximation δ′(1)

v satisfies the f -sum rule for its diagonal
elements (see Sec. II D 2), we cannot do the same for higher
order approximations, such as δ′(2)

v . This opens a possible route
to construct improved approximations for δ′

v(ω). One could
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either constrain higher-order approximations to satisfy the f -
sum rule or find an alternative or additional motivation to the
electron-gas argument to truncate δ′

v(ω) such that the f -sum
rule is satisfied. Other exact constraints could be used in a
similar way to improve approximations to δ′

v(ω) and δng(ω).6

1. The high-frequency limit

The high-frequency limit of χ0(ω) is given by28

lim
ω→∞ ω2χ0

GG′(q,ω) = (q + G) · (q + G′)ρ(G′ − G). (42)

We now show that this exact constraint remains satisfied when
we express χ0(ω) in terms of an effective energy for all
approximations δ′(k)

v (q,G,G′,ω) with k > 0.
Performing a Taylor expansion of χ0

GG′(ω) around ω = ∞
yields, for any k > 0,

χ0
GG′(q,ω) = 1

ω2

[
2
∑

v

nv

[
f ρρ

v Q(q,G,G′) + f ρj
v

]

+
∑
v,v′

(nv − nv′)ρ̃∗
v′v(G)ρ̃v′v(G′)(εv′ − εv)

]

+O

(
1

ω4

)
. (43)

For notational convenience, we have suppressed the depen-
dence of f ρρ

v and f
ρj
v on q, G, and G′ as well as the dependence

of ρ̃v′v on q. Using the relation

f ρρ
v Q(q,G,G′) + f ρj

v =
∑

c

ρ̃∗
cv(G)ρ̃cv(G′)(εc − εv), (44)

which can be verified by substitution of Eqs. (26) and (27), we
obtain

χ0
GG′(q,ω) = 1

ω2

∑
n,n′

(nn − nn′ )ρ̃∗
n′n(G)ρ̃n′n(G′)(εn′ − εn)

+O

(
1

ω4

)
(45)

= 1

ω2

∑
n

nn〈n|[ei(q+G)·r,[Ĥ (r),e−i(q+G′)·r]]|n〉

+O

(
1

ω4

)
(46)

= 1

ω2
(q + G) · (q + G′)ρ(G′ − G) + O

(
1

ω4

)
.

(47)

We therefore obtain

lim
ω→∞ ω2χ0

GG′(q,ω) = (q + G) · (q + G′)ρ(G′ − G), (48)

which proves that the high-frequency limit is satisfied for all
δ′(k)
v (q,G,G′,ω) with k > 0.

2. The f -sum rule

The generalized f -sum rule is given by28∫ ∞

0
dωωImχ0

GG′(q,ω) = −π

2
(q + G) · (q + G′)ρ(G′ − G).

(49)

We now show that this exact constraint also holds for χ0(ω)
when it is expressed in terms of an effective energy using
δ′(1)
v if we assume that δ′(1)

v (q,G,G′) is both real and non-
negative. This assumption holds true for the diagonal elements
δ′(1)
v (q,G,G), as can be verified from Eq. (40). We can now use

the relation

lim
η→0+

1

x ± iη
= P 1

x
∓ iπδ(x), (50)

where P denotes the principal value, to write∫ ∞

0
dωωImχ0

GG′(q,ω)

= −π
∑

v

nvf
ρρ
v

∫ ∞

0
dωω

[
δ
(
ω − δ′(1)

v

) + δ
(
ω + δ′(1)

v

)]
−π

∑
v.v′

(nv − nv′ )ρ̃∗
v′v(G)ρ̃v′v(G′)

×
∫ ∞

0
dωωδ(ω − (εv′ − εv)). (51)

For notational convenience, we have suppressed the depen-
dence of δ′(1)

v and f ρρ
v on q, G, and G′ as well as the dependence

of ρ̃v′v on q. Since, thanks to time-reversal symmetry,

∑
v.v′

(nv − nv′ )ρ̃∗
v′v(G)ρ̃v′v(G′)

∫ ∞

0
dωωδ(ω − (εv′ − εv))

=
∑
v.v′

(nv − nv′)ρ̃∗
v′v(G)ρ̃v′v(G′)

∫ 0

−∞
dωωδ(ω − (εv′ − εv)),

(52)

we can write∫ ∞

0
dωωImχ0

GG′(q,ω)

= −π
∑

v

nvf
ρρ
v δ′(1)

v − π

2

∑
v.v′

(nv − nv′ )ρ̃∗
v′v(G)

× ρ̃v′v(G′)(εv′ − εv) (53)

= −π

2

∑
n.n′

(nn − nn′ )ρ̃∗
n′n(G)ρ̃n′n(G′)(εn′ − εn) (54)

= −π

2
(q + G) · (q + G′)ρ(G′ − G), (55)

where we used Eq. (44). Therefore, the f -sum rule is
satisfied for δ′(1)

v (q,G,G′). Using the same procedure we cannot
show that the f -sum rule is satisfied for δ′(0)(q,G,G′) and
δ′(2)
v (q,G,G′,ω)

E. Converging GW calculations

In Ref. 21 we used the EET to obtain approximations to the
GW self-energy and the independent-particle polarizability
which do not contain summations over empty states. We
showed there that simple approximations, such as δ(2)(ω) +
δ′(2)(ω), are accurate and numerically efficient. However, one
might wish to converge to the numerically exact GW result.
Such numerically exact results can be obtained efficiently and
in a systematic way by combining the EET and the SOS
approach. Let us illustrate how we achieve this goal for the
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self-energy. We first split the expression in Eq. (15) into two
parts according to

Sn
g (q,G,G′,ω) =

M∑
c=Nv+1

ρ̃∗
cn(q + G)ρ̃cn(q + G′)

ω − ωg − εc

+
∞∑

c=M+1

ρ̃∗
cn(q + G)ρ̃cn(q + G′)
ωng − δng(q,G,G′,ω)

, (56)

where Nv is the number of occupied states. Here we used the
EET only in the second term on the right-hand side, which
contains a summation over all the empty states starting from
M + 1. If we choose M = Nv , we retrieve Eq. (16). However,
if we choose M > Nv , the part that needs to be approximated
with the EET becomes smaller as M increases. In this way
we have obtained an efficient way to converge Sn

g (ω) with
respect to the number of empty states. In a similar way, one
can efficiently converge χ0(ω). We note that this procedure
is similar to the one proposed by Bruneval and Gonze,6 with
the important difference that our approach generally converges
more rapidly and, most importantly, is parameter free.

F. Range of applicability

In this section we briefly discuss the range of applicability
of the EET. As mentioned before, in principle, the EET can
be used to rewrite any SOS expression in terms of occupied
states only, namely, by the introduction of an effective energy
with sufficient degrees of freedom. However, we do not expect
that simple approximations to this effective energy will lead
to accurate results in all cases.

Let us consider, for example, the imaginary part of the head
of the polarizability tensor χ0

GG′(ω). The SOS expression for
this element is given by

Imχ0
00(q,ω) =

∑
v,c

∫
dr

∫
dr′φ∗

v (r)φv(r)φ∗
c (r′)φv(r′)

× eiq·(r−r′)δ(ω − (εc − εv)), (57)

where, for simplicity, we assumed a material with a gap and
ω > 0. If we compare this to the EET result using δ′(0) and
δ′(1)
v , we obtain

Imχ0
00(q,ω) =

∑
v

f ρρ
v (q,0,0)δ(ω − δ′(0)(q,0,0)), (58)

Imχ0
00(q,ω) =

∑
v

f ρρ
v (q,0,0)δ

(
ω − δ′(1)

v (q,0,0)
)
. (59)

While Eq. (57) consists of a summation over a number
of poles equal to NvNc, Eq. (58) contains only a single
pole while Eq. (59) contains Nv poles. Therefore, with the
simple frequency-independent approximations δ′(0) and δ′(1)

v ,
we will, in general, not be able to describe Imχ0

00(ω) in
an accurate way. Hence, we expect that the calculation of
an accurate absorption spectrum, which is closely related to
Imχ0

00(ω), would require complicated frequency-dependent
effective energies far beyond δ(1)

v . We note that, nevertheless,
χ0

00(ω) expressed in terms of δ(1)
v satisfies the high-frequency

limit and the generalized f -sum rule (see Secs. II D 1 and
II D 2).

On the other hand, we expect that quantities which depend
on frequency integrals over χ0(ω), such as the GW self-energy,
can be accurately reproduced with simple approximations
to δ′

v(ω), precisely because exact constraints such as the
generalized f -sum rule and the high-frequency limit are
satisfied. Similarly, we expect that summations over q, G,
and G′, such as those that occur in the calculation of the
self-energy matrix elements, allow us to use relatively simple
approximations for δv(ω).

III. IMPLEMENTATION

We implemented the EET described above in the ABINIT
software package.29 In this section we would like to discuss
two technical details of our implementation.

First, as can be verified from Eqs. (14) and (15), �
n,emp
c (ω)

does not have poles in the energy range [−∞,εL + ω1], where
εL is the eigenvalue of the lowest empty state and ω1 is
the first neutral excitation energy. In practice, however, the
approximations for δng(ω) given in Eqs. (31)–(33), might
lead to spurious poles in this energy range. Therefore, to
avoid numerical instabilities, we constrain the effective energy
εn + δng(ω) in Eq. (16) to the range [εL,∞]; i.e., δng(ω) is set
to εL − εn in the case that the effective energy εn + δng(ω)
obtained using the approximations in Eqs. (39)–(41) results
in εn + δng(ω) < εL. Using the first mean-value theorem for
integration,30 one can show that this constraint is exact for
all diagonal elements δng(q,G,G,ω) since in this case the
numerator on the right-hand side of Eq. (15) is non-negative
for every c.

In standard GW calculations the independent-particle
polarizability is evaluated on the imaginary-frequency axis,
where it has no poles (excepting metals at ω = 0), and then
fitted to a plasmon-pole model (PPM).23,31 Therefore, similar
numerical instabilities as described above might only occur in
the evaluation of χ0(iω) at ω = 0. Since there should be no
pole at ω = 0 (for systems with a gap), we constrain εv + δ′

v(ω)
in Eq. (38) to the range [εL,∞] for this frequency in a manner
similar to that explained above for εn + δng(ω).

Second, as within the SOS approach, the calculation of the
head and wings of the dielectric matrix for q → 0 requires
special attention since for these elements one cannot simply
set q = 0. One usually employs k · p perturbation theory to
evaluate the limit q → 0 for these elements. However, k · p
perturbation theory introduces an additional summation over
empty states. This can, for example, be avoided by using
a small but finite q or by numerically expanding the wave
functions around q = 0.32 However, since the calculation of
the head and wings is an order of magnitude smaller than that
of the body and the number of empty states required to reach
convergence for these elements is small, we found it more
efficient to simply use the SOS approach for the head and
wings when q → 0. The extra computational cost is negligible.

IV. RESULTS

A. Computational details

All our calculations were performed using separable
norm-conserving pseudopotentials.33,34 For Sn, the semicore
electrons of the 4s, 4p, and 4d states were considered as
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TABLE I. Calculated energies (in eV) for the VBM, CBM, and
fundamental gap (Eg) of SnO2. The last column contains numerically
converged G0W 0 quasiparticle energies. See the text for further
details.

G0W 0

LDA EET SOS + EET

CBM 8.20 8.73 8.74
VBM 7.26 5.87 5.85
Eg 0.94 2.86 2.89

valence electrons. Similarly, for Zn, the semicore electrons of
the 3s, 3p, and 3d states were considered as valence electrons.

In the case of SnO2 we used calculcated lattice parameters
and atomic positions which we obtained from a density-
functional calculation using the local-density approximation
(LDA), while in the cases of ZnO and bulk rubrene we used
experimental values. To compare with the work of Sai et al.,35

we also performed calculations for the model geometry of bulk
rubrene that they introduced. More details are given below.

The k-point sampling of the Brillouin zone was carried out
with a Monkhorst-Pack (MP) grid.36 For SnO2 and ZnO we
used a 4 × 4 × 6 and 6 × 6 × 4 MP grid, respectively. In the
case of bulk rubrene we used a 2 × 2 × 2 and 2 × 4 × 2 MP
grid, for the experimental and model geometry, respectively.
For the calculation of the self-energy these grids were shifted
such that they contain the � point, while for the calculation of
the dielectric matrix they were shifted such that they do not
include the � point. The ground-state cutoff energies for SnO2,
ZnO, and bulk rubrene were 240, 350, and 100 Ry, respectively.
The cutoff energies for the dielectric matrix for SnO2, ZnO,
and bulk rubrene were 48, 80, and 13 Ry, respectively. We
used the generalized PPM of Godby and Needs31 to fit ε−1(ω).

B. SnO2

SnO2 has a rutile crystal structure with lattice parameters
a = 4.726 Å and c = 3.191 Å, which we obtained from a DFT-
LDA calculation and which agrees well with the experimental
values a = 4.737 Å and c = 3.186 Å.37 We calculated the
G0W 0 quasiparticle energies at the valence band maximum
(VBM) and conduction band minimum (CBM) of SnO2, both
located at the � point, with our EET using δ′(2) and δ(2) in
the calculation of the screening and self-energy, respectively.
These values for the VBM and CBM as well as the resulting
band gap are reported in Table I.

We would like to compare these values to the quasiparticle
energies obtained within the standard SOS approach. How-
ever, to obtain numerically converged absolute quasiparticle
energies is even more difficult than to obtain numerically
converged quasiparticle energy differences such as band gaps.
While 1600 empty bands (corresponding to a 32.2-Ry energy
cutoff)38 included in the self-energy calculation were sufficient
to reach convergence for the band gap, convergence for the
quasiparticle energies at the VBM and CBM was still not
reached. Therefore, in order to compare our approximate EET
results to numerically converged values, we employed the
strategy outlined in Sec. II E to combine the SOS aproach
with the EET.
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FIG. 1. (Color online) Convergence behavior of the calculated
energies (in eV) of the VBM, CBM, and fundamental gap (Eg) of
SnO2 with the number of empty states in both the screening and
the self-energy calculcations. Triangles (black), SOS approach; open
(red) circles, SOS + EET approach using δ′(0) and δ(0); filled (red)
circles, EET using δ′(2) and δ(2) without empty states.

As an alternative to the accurate high-order approximations
for δ′ and δ, this SOS + EET approach allows us to combine
the slightly less accurate but very simple approximations δ(0)

and δ′(0) given in Eqs. (31) and (39) with the SOS approach
using only very few empty states. In Fig. 1 we report the
convergence behavior of the calculated energies of the VBM,
CBM and band gap of SnO2 with the number of empty
states using the standard SOS approach and the SOS+EET
approach. We see that using the SOS + EET approach,
numerical convergence of 10 meV is reached with slightly
more than 100 empty bands (corresponding to a 3.5-Ry energy
cutoff).38 This is true, not only for the band gap, but also for
the absolute quasiparticle energies at the VBM and CBM.
By contrast, the SOS approach has not reached convergence
for any of these quantities with as many as 800 empty bands
(corresponding to a 19.6-Ry energy cutoff).38

We are now also able to compare the converged SOS + EET
results with those obtained with our approximate EET scheme
using no empty states. This comparison is reported in Table I.
We conclude that the values we obtained with our EET using
δ′(2) and δ(2) are in excellent agreement with the numerically
exact values.39

C. ZnO

Recently there has been much debate about the numerically
exact value of the G0W 0 band gap of ZnO. This discussion
started with the publication of the work by Shih et al.40

in which the authors claimed that the G0W 0 band gap of
ZnO is at least 3.4 eV. This value is significantly larger than
previously reported values, which were in the range of 2.1–
2.6 eV.41–44 The explanation by Shih et al. is an extremely slow
convergence of the band gap with the number of empty states
included in the calculation of the self-energy. To obtain a band
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TABLE II. Calculated energies (in eV) for the VBM, CBM, and
fundamental gap (Eg) of ZnO. The last column contains numerically
converged G0W 0 quasiparticle energies. See the text for further
details.

G0W 0

LDA EET SOS + EET

VBM 6.38 5.04 4.97
CBM 7.19 7.43 7.53
Eg 0.82 2.39 2.56

gap of 3.4 eV they had to include 3000 empty bands in their
self-energy calculation. Subsequent calculations using the full-
potential linear augmented-plane-wave (FLAPW) method45

performed by Friedrich et al.46 confirmed the extremely slow
convergence of the ZnO band gap with the number of empty
states. However, the band gap of 2.83 eV that they obtained
by extrapolating to an infinite number of empty states was
substantially lower than the 3.4 eV found by Shih et al.
Recently it was shown by Stankovski et al.47 that the main
reason for the large discrepancy between the band gap obtained
by Shih et al. and those obtained in the other works is due to the
PPM of Hybertsen and Louie,23 which was adopted by Shih
et al. but not by the others. Stankovski et al. showed that the use
of the Hybertsen-Louie PPM leads to a large overestimation
of the G0W 0 band gap of ZnO. They also showed that the
ZnO band gap obtained using the Godby-Needs PPM31 agrees
very well with the band gap obtained from a calculation which
avoids the use of a PPM. Nevertheless, also the band gaps
obtained without a PPM and with the Godby-Needs PPM
show a very slow convergence with the number of empty states.
These works motivated us to study ZnO with the EET, in which
the summation over empty states can be avoided.

ZnO has a wurtzite crystal structure with lattice parameters
a = 3.249 Å and c = 5.207 Å.48 In Table II we report the
G0W 0 band gap of ZnO as well as the absolute G0W 0

quasiparticle energies at the VBM and CBM, which are both
located at the � point obtained with the EET using δ′(2) and δ(2)

in the calculation of W and �, respectively. To compare these
values to numerically converged G0W 0 energies, once again,
we use the SOS + EET approach since also for ZnO the SOS
approach alone converges extremely slowly with respect to the
number of empty bands. In Fig. 2 we report the convergence
behavior of the calculated energies of the VBM, CBM, and
band gap of ZnO with the number of empty states using the
standard SOS approach and the SOS + EET approach. We
see that the band gap using the SOS + EET approach does not
converge as quickly as was the case for SnO2 but convergence
is still reached much faster than with the SOS approach alone.
We conclude that the converged G0W 0 band gap of ZnO
is 2.56 eV. The difference with respect to the extrapolated
FLAPW result of Friedrich et al. is less than 0.3 eV.

We can now compare the converged SOS + EET results
with those obtained with our approximate EET scheme using
no empty states. We report this comparison in Table II. We
conclude that the absolute quasiparticle energies at the VBM
and CBM that we obtained with our EET using δ′(2) and δ(2)

are in very good agreement with the numerically exact values.
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FIG. 2. (Color online) Convergence behavior of the calculated
energies (in eV) of the VBM, CBM, and fundamental gap (Eg) of
ZnO with the number of empty states in both the screening and the
self-energy calculations. Triangles (black), SOS approach; open (red)
circles, SOS + EET approach using δ′(0) and δ(0); filled (red) circles,
EET using δ′(2) and δ(2) without empty states.

Due to the fact that the VBM energy is slightly underestimated
while the CBM energy is slightly overestimated, the difference
between the resulting EET band gap and the numerically exact
G0W 0 gap is slightly larger for ZnO than for SnO2 and the other
materials we have studied in a previous work.21 However, with
∼5% deviation, we can still consider the agreement good.

D. Bulk rubrene

Now that we have verified the accuracy of the EET we can
safely apply it to predict the band gaps of larger systems, which
are cumbersome to treat with the standard SOS approach.
Here we study bulk rubrene, an organic molecular crystal.
Rubrene is an interesting material with many technological
applications, for example, in organic light-emitting diodes and
organic field-effect transistors to create flexible electronics,49

but is computationally challenging due to the large number of
atoms involved.

Crystalline rubrene has an orthorhombic unit cell with
lattice parameters a = 14.4 Å, b = 7.2 Å, and c = 26.8 Å.50

Each unit cell contains two identical ab planes separated by
c/2, with a relative shift between the planes of b/2. Therefore,
the unit cell of bulk rubrene contains two rubrene molecules,
for a total of 140 atoms per unit cell. To the best of our
knowledge, the only GW calculation on bulk rubrene was
carried out by Sai et al.35 However, to reduce the cost of their
calculations, the authors used a model geometry for the rubrene
unit cell in which they neglected the relative shift of the two ab

planes. This allowed them to use a reduced unit cell with lattice
parameters a = 14.4 Å, b = 7.2 Å, and c = 14.4 Å. They
expected that the interactions between rubrene molecules in
adjacent ab planes is weak and therefore relatively insensitive
to the relative shift of the two planes. They then further
justified this approximation by showing that the band gap
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TABLE III. Fundamental gap (Eg; in eV) of bulk rubrene within
G0W 0. Details of the model are explained in the text.

EET Ref. 35
EET (model) (model)

Eg 2.5 2.9 2.8

they obtain for the model geometry (1.20 eV) is only slightly
larger than the band gap of the experimental geometry
(1.14 eV) when calculated within DFT using a generalized-
gradient approximation (GGA).

In this work the DFT ground-state calculcations are
performed within the LDA. However, the DFT-LDA band gaps
that we obtain, i.e., 1.13 and 1.20 eV for the experimental and
model geometry, respectively, are in very close agreement with
the DFT-GGA band gaps reported by Sai et al., i.e., 1.14 and
1.20 eV. We therefore assume that a comparison between our
G0W 0 results and those of Sai et al. will not be hindered by
this difference in the ground-state calculation.

In Table III we report the G0W 0 band gaps of bulk rubrene
that we obtained with the EET, using δ′(2) and δ(2), for the
experimental and model geometry as well as the G0W 0 band
gap obtained by Sai et al. for the model geometry. We see that
the band gap we obtain for the model geometry is in good
agreement with that found by Sai et al. With the EET we
can now also calculate the band gap for the unit cell with the
experimental geometry containing 140 atoms. This results in
a band gap of 2.5 eV, which is 0.4 eV smaller than that for the
model geometry. This indicates that the interactions between
adjacent ab planes are not weak and therefore the relative shift
of these planes cannot be neglected.

V. CONCLUSIONS

The scope of this work is multifold. First, we have given
further details of the EET, a simple method we introduced
recently21 to evaluate spectral representations in an accurate
and efficient manner without summing over empty states
as is done in the standard SOS approach. In particular, we
showed how the EET can be applied to reformulate the
expressions for the GW self-energy and the independent-
particle polarizability in terms of occupied states only by
introducing a single effective energy which takes into account
all the empty states. Second, we provided further evidence of
the accuracy of the EET by showing that quasiparticle energies
and band gaps obtained with GW using the EET agree well
with those obtained using the standard SOS approach. Third,
with the EET we were able to resolve the problem of the slow
convergence of the ZnO band gap with the number of empty
states in a GW calculation. Fourth, thanks to the EET, we
could predict the band gap of bulk rubrene, a technologically
interesting material for inorganic devices with a 140-atom unit
cell.

Finally, the results obtained in this and a previous work21

have shown that, with the EET, we obtain accurate results
for a large variety of systems: an sp semiconductor (Si),
a wide-gap insulator (solid Ar), an atom (Ar), d-band

semiconductors (SnO2, ZnO), and an organic molecular crystal
(rubrene).
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APPENDIX A: NONLOCAL POTENTIALS

In the case where the Hamiltonian in Eq. (19) contains an
additional nonlocal potential vnl(r,r′), the expression for j̃cn

in Eq. (23) is slightly modified:

j̃cn(q + G) = 〈c|e−i(q+G)·r[i∇r]|n〉 · (q + G)

+
∫

drdr′φ∗
c (r)vnl(r,r′)

× [e−i(q+G)·r′ − e−i(q+G)·r]φn(r′). (A1)

If vnl refers to the nonlocal part of a separable pseudopotential,
i.e., vnl(r,r′) = ∑

s ṽs(r)ṽs(r′), the last term on the right-hand
side of Eq. (A1) can be written as∫

drdr′φ∗
c (r)vnl(r,r′)[e−i(q+G)·r′ − e−i(q+G)·r]φn(r′)

=
∑

s

∫
drφ∗

c (r)ṽs(r)
∫

dr′ṽs(r′)e−i(q+G)·r′
φn(r′)

−
∑

s

∫
drφ∗

c (r)e−i(q+G)·rṽs(r)
∫

dr′ṽs(r′)φn(r′),

(A2)

which can be rapidly calculated in practice. In the case of
pseudopotentials of the Kleinman-Bylander type,33 the index
s in the above expression is the multi-index s = nlm, where n

is the number of the atom, l is the orbital angular momentum
quantum number, and m is the magnetic quantum number.

APPENDIX B: A HOMOGENEOUS ELECTRON GAS

Here we show that δng(ω) and δ̃ng(ω) as defined in Eqs. (16)
and (24), respectively, are equal in the case of a homogeneous
electron gas. Combining Eqs. (15) and (16) and making use
of the fact that the wave functions can be expressed in terms
of a single plane wave, i.e., φik(r) = ei(k+Gi )·r (we made the k
dependence explicit), we obtain

δhom
ng (G,ω)

= ωng−
∑

c

δ(Gn − G − Gc)

[∑
c′

δ(Gn−G−Gc′ )

ωc′g

]−1

.

(B1)
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In a similar manner, by combining Eqs. (22) and (24) we get

δ̃hom
ng (G,ω)

= ωng −
∑

c

δ(Gn − G − Gc)

[∑
c′

δ(Gn − G − Gc′ )

ωc′g

]−1

.

(B2)

Therefore δhom
ng (G,ω) = δ̃hom

ng (G,ω). Similarly, one can show

that δhom
ng (G,ω) = ˜̃δ

hom

ng (G,ω), etc. This also proves that the
approximations given in Eqs. (32) and (33) are exact in the
limit of a homogeneous electron gas. The same properties can
be shown to hold for δ′

v(ω) and δ̃′
v(ω), etc.

APPENDIX C: A SIMPLIFIED EET FOR χ0(ω)

One can obtain an even simpler expression for χ0(ω) if,
instead of approximating Xv(ω), as is done in the EET, we
approximate

∑
v nvXv(ω). We can rewrite this term according

to ∑
v

nvXv(q,G,G′,ω) =
∑

v nvf
ρρ
v (q,G,G′)

ω − �′(q,G,G′,ω) + iη
, (C1)

which defines �′(q,G,G′,ω). We note that such a function can
always be found since �(q,G,G′,ω) has the same degrees of
freedom as the left-hand side of Eq. (C1). The quantity �′(ω)
fulfills the same purpose as δ′

v(ω) in Eq. (38) but is simpler
since it is independent of v. Following a derivation similar to
the one that led to Eqs. (39)–(41), we obtain the following
approximations for �′(ω):

�′(0)(q,G,G′) = Q(q,G,G′), (C2)

�′(1)(q,G,G′) = Q(q,G,G′) + Fρj (q,G,G′)
Fρρ(q,G,G′)

, (C3)

�′(2)(q,G,G′,ω) = Q(q,G,G′) + Fρj (q,G,G′)
Fρρ(q,G,G′)

×
⎡
⎣ω − Q(q,G,G′) − Fρj (q,G,G′)

Fρρ (q,G,G′)

ω − Q(q,G,G′) − Fjj (q,G,G′)
Fρj (q,G,G′)

⎤
⎦ ,

(C4)

where Fρρ = ∑
v nvf

ρρ
v , etc. The quantities Fρρ , Fρj , and

F jj , which appear in the above equations as well as in the
numerator of Eq. (C1), just depend on (Fourier transforms
of) the density and the KS or (noninteracting) quasiparticle
one-body reduced density matrix:

Fρρ(q,G,G′)

= ρ(G′ − G) −
∫

drdr′ei(q+G)·re−i(q+G′)·r′ |ρ(r,r′)|2,
(C5)

Fρj (q,G,G′) = i

2
P (q,G,G′) · (q + G′) + H.c., (C6)

F jj (q,G,G′) = (q + G) · P̃ (q,G,G′) · (q + G′), (C7)

where

P (q,G,G′) =
∫

drei(G−G′)·r∇rρ(r)

−
∫

drdr′ei(q+G)·re−i(q+G′)·r′∇r′ |ρ(r,r′)|2,
(C8)

P̃ (q,G,G′)

=
∫

drei(G−G′)·r∇r∇rρ(r)

−
∫

drdr′ei(q+G)·re−i(q+G′)·r′
ρ(r,r′)∇r∇r′ρ(r,r′).

(C9)

The above approximations for �′(ω) as well as the cor-
responding approximations for χ0(ω) (for systems with a
gap) are explicit functionals of a one-body reduced density
matrix. Therefore, they could also be useful in the modeling of
density-matrix functionals or polarizabilities. The latter could
then be used to calculate efficiently total energies.51

We note that the χ0(ω) that result from using the EET with
δ′(0) and �′(0) are identical. While the overall scaling of the EET
approach presented in the previous sections is, in general, N3

at
logNat,21 the scaling of this simplified EET scheme is N3

at,
where Nat is the number of atoms. This scaling is an order of
magnitude smaller than the N4

at scaling of the standard SOS
approach.
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Chapter 5

Applications of different spectroscopies to a
variety of systems

NEW theoretical and/or numerical developments, once established, needs to be tested
against realistic situation. The general character of a method, and so its applicability
to different systems, with different dimensionality and purposes needs to be assessed
and proven. Alongside with the development activity, I (try to) maintain a strong

link with real applications, being them materials for high-k electronic devices, organic LED or
biological systems.

5.1 Excitations of Bio-molecules
During my post-doc in San Sebastián, I worked on ab initio simulation of molecules of biological
interest. The understanding of the absorption and emission of light processes from biomolecules is
crucial for the understanding of life. Typical examples are the photosynthesis, vision, biolumines-
cence, DNA damage. A first-principle theoretical description of the interaction of biomolecules
with time-dependent electromagnetic radiation is then of paramount importance. This challenge
was tackled in the last two decades by Time Dependent Density Functional Theory. In an invited
article, we have shown how TDDFT can be successfully applied in predicting optical properties
of biomolecules, being fluorescent proteins (biological markers also used in bio-medicine), por-
phyrins (the base element of chlorophyll), or DNA basis [106]. In another work, we have provided
some reference benchmark results for a prototypical system of a wide class of bio-molecules, the
porphyrin, using state-of-the-art GW+BSE methods [107]. The latter work has also been very
educative for us: before being accepted for publication (also getting the cover page), in fact, we
fought a lot (but also understood a lot) with the chemist reviewer of our paper. We wonder about
publishing “The Struggle for the Soul of Physics under a chemist Referee”, before finally let it go.
PLEASE REFER TO THE ATTACHED ARTICLE

89



C. R. Physique 10 (2009) 469–490

http://france.elsevier.com/direct/COMREN/

Theoretical spectroscopy / Spectroscopie théorique

The challenge of predicting optical properties of biomolecules:
What can we learn from time-dependent density-functional theory?

Alberto Castro a,b, Miguel A.L. Marques c,d,b, Daniele Varsano e,b, Francesco Sottile f,b,
Angel Rubio g,h,b,∗

a Institut für Theoretische Physik, Fachbereich Physik, Freie Universität Berlin, 14195 Berlin, Germany
b European Theoretical Spectroscopy Facility (ETSF)

c Laboratoire de physique de la matière condensée et nanostructures, Université Lyon I, CNRS, UMR 5586, domaine scientifique de la Doua,
69622 Villeurbanne cedex, France

d Centre for Computational Physics, Department of Physics, University of Coimbra, 3004-516 Coimbra, Portugal
e National Center on nanoStructures and bioSystems at Surfaces (S3) of INFM-CNR, c/o Dipartimento di Fisica,

Università di Modena e Reggio Emilia, Via Campi 213/A, 41100 Modena, Italy
f Laboratoire des solides irradies, École polytechnique, 91128 Palaiseau cedex, France

g Departamento de Fisica de Materiales, Universidad del País Vasco, Edificio Korta, 20018 San Sebastián, Spain
h Centro Mixto CSIC-UPV/EHU and DIPC, Universidad del País Vasco, 20018 San Sebastián, Spain

Available online 5 December 2008

Abstract

The suitability of the time-dependent density-functional theory (TDDFT) approach for the theoretical study of the optical proper-
ties of biomolecules is demonstrated by several examples. We critically discuss the limitations of available TDDFT implementations
to address some of the present open questions in the description of the excited-state dynamics of biological complexes. The key
objective of the present work is to address the performance of TDDFT in the linear response regime of the bio-molecular systems
to the visible or near UV radiation – measured by, e.g. optical absorption or optical dichroism spectra. Although these spectra are
essentially determined by the electronic degrees of freedom of small, optically active regions within the usually large biological
systems, they can also be strongly influenced by environment effects (solvent, hosting protein, temperature, etc.). Moreover, many
key biological processes consist of photo-induced dynamics (photoisomerisation, etc.), and their description requires a coupled
treatment of electronic and nuclear degrees of freedom. We illustrate these aspects with a selection of paradigmatic biomolecular
systems: chromophores in fluorescent proteins, porphyrins, DNA basis, the azobenzene dye, etc. To cite this article: A. Castro et
al., C. R. Physique 10 (2009).
© 2008 Published by Elsevier Masson SAS on behalf of Académie des sciences.

Résumé

Le défi de la prédiction des propriétés optiques des bio-molécules : Que peut nous apprendre la théorie de la fonctionnelle
de la densité dépendante du temps ? L’utilité de la théorie de la fonctionnelle de la densité dépendante du temps (TDDFT) pour
l’étude théorique des propriétés optiques de biomolécules a été largement démontrée. Nous discutons les limites des implémenta-
tions actuelles de la TDDFT, afin de répondre à certaines questions sur la description des états excités des systèmes biologiques
complexes. L’objectif principal de ce travail est d’évaluer les performances de la TDDFT, en régime linéaire, pour les systèmes
bio-moléculaires, dans le spectre visible ou UV proche – mesuré, par exemple, avec l’absorption optique ou le dichroïsme optique.
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Bien que ces spectres soient essentiellement déterminés par les degrées de liberté électroniques, les régions optiquement actives
des grands systèmes biologiques peuvent être fortement influencés par les effets dus à l’environnement (solvant, entourage de la
protéine, température, etc.). De plus, de nombreux processus biologiques essentiels sont des processus dynamiques photo-induits
(photoisomérisation, etc.), et leur description a besoin d’un traitement conjoint des degrés de liberté électroniques et nucléaires.
Nous illustrons ces aspects avec une sélection de systèmes bio-moléculaires paradigmatiques : chromophores des protéines fluo-
rescentes, porphyrines, ADN, azobenzène, etc. Pour citer cet article : A. Castro et al., C. R. Physique 10 (2009).
© 2008 Published by Elsevier Masson SAS on behalf of Académie des sciences.
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1. Introduction

Absorption or emission of light from biomolecules are crucial processes to understand the machinery of life [1].
Photosynthesis [2], vision [3], bioluminescence [4] or DNA damage are paradigmatic examples. A sound theoretical
understanding of the photo-chemistry of biological molecules is not only needed to describe the mechanisms of Bi-
ology, but also because some of the key molecules can be employed for technological purposes at the nanoscale [5].
However, despite the tremendous effort focused on this field, the first-principles theoretical description of the interac-
tion of these molecules with time-dependent electromagnetic fields is still a challenging problem, lacking a definitive
and systematic methodology, capable of bridging the different spatial and time scales that are relevant for the descrip-
tion of light-induced biological processes with predictive power.

Time-dependent density-functional theory (TDDFT) [6] has repeatedly shown in the last decade its usefulness when
attempting this challenge. The reason is the unparallelled balance between the computational load that it requires and
the accuracy that it provides. In the past few years, we have performed a number of theoretical studies on the photo-
response of organic and biological molecules by making use of TDDFT. It is the purpose of this article to overview, by
showing several of these examples, some of the capabilities of this approach and highlight the deficiencies of present
approximations for the unknown frequency-dependent exchange-correlation kernel that enters the TDDFT equations.

The visible and near ultraviolet (UV) range of the spectrum is, of course, specially relevant – and it is indeed
the visible and UV spectroscopy the main applicability niche of TDDFT. We will therefore concentrate on this area.
Most organic molecules, however, are completely transparent to visible light, and begin to absorb in the UV region.
Upon absorption of a photon, a molecule undergoes a transition between two molecular states. The most common
transitions are of the σ to σ ∗, π to π∗ and π to nπ kind, and correspond to absorption of light in the UV. In molecular
chains with alternate bonds, however, absorption can be shifted to longer wavelengths. In these so-called conjugated
molecules, electrons are delocalised over the whole system. Therefore, by increasing the length of the molecule,
π -electrons become more delocalised, and the HOMO-LUMO energy gap decreases. If the system is long enough,
optical absorption may lie in the visible region. Chromophores are those organic molecules with long conjugated
bonds, resulting in very efficient absorption in the visible or near-UV regions of the spectrum. Sections 2 and 3 are
dedicated to some examples of this large family of molecules.

Section 4 is dedicated to the optical properties of DNA basis and compounds. TDDFT may help in this case to
analyse how the response of the nucleobases is altered by their mutual interaction, either in their natural environment
(where the bases are paired in the Watson–Crick (WC) scheme, and covalently bound to a sugar-phosphate backbone),
or in synthesised arrangements. The favourable scaling properties of TDDFT with respect to traditional Quantum
Chemistry approaches is in this case crucial to be able to study the evolution of excited state properties as the size
of the DNA compounds grows. We also show calculations of the circular dichroism of the adenine molecule and
dimer, where it is highlighted the relevance of the circular dichroism spectra to address the properties of stacked bases
(including the chirality of molecules).

TDDFT, in principle, addresses the electronic problem of a molecular system; the study of the nuclear movement
requires some form of molecular dynamics. Section 5 is dedicated to some approaches to this coupling between
TDDFT and molecular dynamics. The systems chosen for this purpose are the azobenzene chromophore (whose fast
isomerisation has a large potential for technological applications), and formaldimine, which also illustrates the double-
bond rotation that underlies many biological dynamical processes. As a somehow exotic excursion, Subsection 5.3
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displays a particularly intuitive way of monitoring the chemical bonds during a dynamical molecular process: the time-
dependent electron-localisation function (TDELF), which can be effectively extracted from a TDDFT calculation.

Most of the calculations reported in this Article have been performed with our own TDDFT implementation, the
octopus code. We refer the reader to Refs. [7] and [8] for technical details regarding the algorithms. Moreover, we
focus here on the results of the applications, rather than on the description of the theory itself. References [6,9–12]
are some possibles sources to get acquainted with the foundations of TDDFT.

2. Chromophores in proteins

Biochromophores are never isolated in nature, but are typically covalently bound to a protein. For instance, retinol,
present in our eyes and responsible for capturing the photons in the first stage of the vision process, is always a part
of some protein – of any in the so called “opsin” family. The proteic surroundings may have a strong influence on the
response of a chromophore to light. Following with the retinol example, the absorption maximum of the chromophore
in the protein red-shifts by about 120 nm with respect to the chromophore in solution. It is clear that any successful
theoretical treatment of the optical response of a chromophore must include consistently the effect of its environment.

The photoactive region, however, is usually constituted by a relatively small active centre – the chromophore, and
the surrounding medium – and the rest of the molecule plus the environment can be considered as a perturbation.
The environment can be a solution, or even a solid-state device. Optical processes related, for instance, to vision
and photosynthesis, rely on a subtle interplay between optical absorption by the photoactive centre and its decay
mechanism through the coupling to the internal vibrational modes of the molecule, including isomerisation processes,
as well as the coupling to the environment (the supporting protein and the solvent). In the following, we supply some
recent examples of application of TDDFT to the calculation of absorption spectra of biomolecules, namely of the
so called fluorescent proteins. These constitute a set of molecules with a wide range of applications as biological
markers [13] – and now are also being used to form hybrid devices for nano-optic applications [14].

2.1. The green fluorescent protein (GFP)

A complex and appealing photoactive molecule is the green flourescent protein (GFP). This molecule has been
studied experimentally in various environments, in solution as well as in vacuo, and has been found to exhibit a rich
and complex behaviour that is the subject of much current debate. The measured optical absorption spectrum of the
wild type (wt) GFP shows two main resonances at 2.63 and 3.05 eV [15,16] (see Fig. 1), that are attributed to two dif-
ferent thermodynamically stable protonation states of the chromophore, the neutral and the negative configurations of
the chromophore, respectively. So far, ab-initio quantum chemistry has not been able to provide satisfactory agreement
with the spectroscopic data, and has not contributed much to confirm or rule out various possible scenarios of photo-
dynamics in the GFP. A good description of the optical properties of the GFP photoreceptor has been achieved [17] by
using an approach that combines (a) a hybrid quantum mechanics-molecular mechanics (QM-MM) method to obtain
the structure, with (b) time-dependent density functional theory to treat the electronic excitations.

The structures were first optimised using a QM-MM method [18–20] with a semiempirical Hamiltonian [21] to
describe the quantum subsystem. The quantum mechanical (QM) region included a sequence of three amino-acids
that form the chromophore: Ser65, Tyr66 and Gly67. The optimised structure of the chromophore, with the most
important neighbour residues, is shown in Fig. 1. On the other hand, the anionic form of the chromophore was obtained
by deprotonation of Tyr66 and protonation of Glu222. The calculated photoabsorption spectra of the GFP neutral and
anionic chromophores, shown also in Fig. 1, are in excellent agreement with experiment assuming the presence of the
two forms of the photo-receptor, protonated and deprotonated respectively, in an approximate 4:1 ratio. Furthermore,
it can be seen in the inset of Fig. 1 that light polarised along the x-direction is responsible for the lowest optical
transition in the neutral chromophore. The molecule is nearly transparent to visible light polarised along the other
two orthogonal directions. The GFP turns out to be a rather anisotropic molecule in the visible region, a property that
could be used to enhance the photo-dynamical processes in well oriented GFP samples for opto-electronic devices. It
should be emphasised that good agreement is obtained because the breaking of the planarity of the biochromopeptide
caused by the protein surrounding has been taken into account. Notice also that the measured peaks can be clearly
assigned to either the neutral or anionic forms of the GFP.
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Fig. 1. Left panel: Optimised structure of the neutral chromophore and its closest charged residues inside the green fluorescent protein (GFP):
His148, Arg96 (positive) and Glu222 (negative). Right panel: Computed photoabsorption cross section of the neutral (dashed line) and anionic
(dotted line) chromophores. For comparative purposes the anionic results have been divided by 4. Experimental results at 1.6 K (blue) [15] and
room temperature (green) [16] are also given. The insert gives a decomposition of the calculated spectrum of the neutral chromophore in the three
directions, showing the inherent anisotropy of the GPF molecule.

2.2. The blue mutant of the GFP

In the past years there has been an increasing demand for the ability to visualise different proteins in vivo that re-
quire multicolour mode imaging. For this reason, several groups set forth to develop GFP-mutant forms with different
optical responses. A mutant of the GFP of particular interest is the Y66H variant, in which the aminoacid Tyr66 of
the GFP is mutated to a Histidine [22,23]. The resultant protein exhibits fluorescence shifted to the blue range, and
is for that reason often referred to as the blue emission variant of the GFP, or the blue fluorescent protein (BFP). The
BFP chromophore is considerably more complicated than the GFP. It has four possible protonation states: one anionic
(named HSA), two neutral (HSD and HSE), and one cationic (HSP). Each one of them, in turn, has two possible stable
conformations, one cis and one trans, joined by a transition state. The optical spectra of all these configurations, as
obtained by means of TDLDA, is shown in Fig. 2.

The main candidate to explain the experimental spectrum of the BFP turns out to be a neutral-cis configuration.
However, in contrast to the wt-GFP where the response of the anionic and of neutral states occurs at distinct frequency
ranges [24–26], in the BFP both anionic and neutral configurations have very similar spectra, with only minor differ-
ences in the fine structure close to the main peak. On the other hand, even if the absorption spectrum is not conclusive,
the acid dissociation constant (pKa) analysis seems to rule out the existence of the anionic state in vivo. Furthermore,
other protonation states (such as the cationic) cannot be present in the BFP protein as their spectral features are outside
the measured absorption spectra.

Like in the GFP, it is quite important to take into account the role of the chromophore environment. This role is
2-fold: (i) it induces structural modifications of the gas phase chromophore, the most important being the breaking
of the planarity of the imida rings; and (ii) it makes a local-field modification of the external electromagnetic field.
To study these effects, QM/MM simulations of the chromopeptide embedded inside the BFP were performed (see
Ref. [26] for computational details). We will discuss here the cis-HSD case, since it is the lowest energy structure for
the neutral chromophore, and X-ray data indicate a cis conformation, therefore making it the most likely candidate to
be present in the experiments.

Regarding the structure, the protein induces the breaking of planarity (around 18◦) of the otherwise planar gas-
phase structure. Then, in order to determine the role played by the protein intra-media in the optical spectroscopy
properties of the chromopeptide, the authors selected several structures from the QM/MM minimisation and performed
TDDFT calculations. These calculations are summarised in Fig. 3, along with the calculated gas phase result (named
“Gas-phase” in the figure), and the experimental spectrum. The spectrum of the bare chromophore, but as distorted
by the protein environment, is denoted “Distorted”. The other two curves correspond to the chromopeptide plus a
selection of some the closest residues (the environment): “Env I” includes His148, Glu222, and Arg96, which are
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Fig. 2. Calculated TDLDA optical absorption spectrum in the range 2–5 eV for the various protonation states and conformers of the chromopeptide
in the gas phase (cis: solid line; TS: dashed line; and trans: dotted line).

Fig. 3. Calculated TDLDA optical absorption spectrum for the cis-HSD state of the chromophore in the gas phase and distorted by the BFP protein
environment, compared with the experimental spectrum of the BFP.

the charged residues in the vicinity of the chromophore (His148 and Arg96 positive; Glu222 negative). As such, it is
reasonable to expect that they will have a greater influence in polarising the electronic cloud of the chromopeptide.
“Env II” is made of “Env. II” plus Ser205, a buried water molecule, and Gln94. All of these are polar residues that are
within 2.5 Å of the chromophore.

It can be seen how the induced non-planarity has a sizable effect in the spectrum. It causes a considerable red-shift
of the gas-phase cis-HSD peaks. Thus, the optical spectrum is sensitive to the ≈ 20◦ torsion. On the other hand, the
effect of the polarisation of the electronic cloud by neighbour residues is less important. The inclusion of the residues
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Fig. 4. Left: basic porphyrine structure. Centre and right: symmetric and asymmetric magnesium porphyrine-like molecules (the asymmetry was
introduced by closing a pentagonal ring close to the bottom right amida ring).

in “Env I” in the TDLDA calculation causes a further red-shift of the second peak, but leaves the first peak almost
unchanged. However, when enlarging the environment to “Env II”, we find a spectrum with a shape similar to the
one of the twisted chromopeptide with two well-defined peaks at similar positions. It seems that “Env I” provides an
inhomogeneous surrounding, which leads to an over-polarisation, and this artifact is corrected by the inclusion of a
larger environment.

In summary, the optical absorption inside the BFP exhibits a red shift of about 0.15 eV, which has mainly a struc-
tural origin – a breakdown of planarity. This could be responsible for the 0.13 eV red-shift observed between folded
and unfolded conformations of the BFP protein [22]. Furthermore, there is a subtle cancellation between the shielding
of the electromagnetic field acting on the chromophore due to its closest residues. This cancellation effect makes
that the calculated spectra for the isolated (twisted) chromophore and for the chromophore in the protein are nearly
identical. Another aspect that we have shown to be relevant is the inclusion of temperature [26] that is important to
bring more quantitative agreement between the calculated BFP spectra and the measured one. Temperature introduces
fluctuations in the dihedral angle related to the breaking of planarity in the BFP chromophore (floppy torsional motion
of the two imida-rings are included), and consequently to a broadening and shift of the calculated spectra. We note
this breaking of planarity plays a fundamental role in the description of the optical properties of other GFP-mutants
also studied by our group [27].

3. Porphyrins

The porphyrin family [28] is perhaps the paradigm of coloured organic molecules existing in nature (“porphura”
meaning “purple pigment” in Greek). The basic constituent of all the members of the family is the porphyne; it
consists of four pyrrole units linked by four methine bridges (see Fig. 4). It is an aromatic molecule containing 22 π

electrons – which is already an indication of its potential to be active in the visible range of the spectrum. Substitutions
and small modifications of this basic structure produce the porphyrin molecules. Usually, a metal is inserted in the
canter of the molecule; for example, if it is iron, the porphyrins are called “hemes”; the well known hemoglobin is a
protein whose active canter is a heme group (an hemoprotein). There is a vast range of different natural and man-made
metallo-porphyrin based compounds that evidence the huge field of research that this set of molecules form.

Chlorins are “almost” porphyrins and we can consider them members of this family: the only defining difference
is that one of the four pyrroles is reduced and therefore the structure is not aromatic across the full molecular ring. If
the chlorin hosts one magnesium atom at its centre, then it constitutes the basic tetrapyrrole of chlorophyll, the well
known light harvester present in most plants and algae. This molecule has a characteristic absorption pattern in the
visible range of the spectrum: strongly in the red and blue areas, weakly in the green.

More than 50 different types of chlorophylls have been found in living photosynthetic organisms. There exists, in
fact, a large variety of additional structural elements to the tetrapyrrole, all giving rise to different vis-UV spectra,
one of the most characteristic (important for both structural and electronic properties) being the pythol chain, that
normally anchors the pigment to the protein structure.

Since the chlorophylls are derivatives of the porphyrin family, the main features of their optical properties can be
understood, from a theoretical point of view, from a study of the latter. However, as we show in Fig. 5, the plain,
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Fig. 5. Calculated TDLDA photoabsorption spectrum of the symmetric and asymmetric forms of the Mg-porphyrin depicted in Fig. 4 (see text for
details). The visible part of the spectrum is highlighted as a guide for the eye.

symmetric, flat Mg porphyrin (Fig. 4, centre) cannot on its own give rise to the double-peak absorption typical of
chlorophylls. In fact, the smallest representative of chlorophyll is not the plain, symmetric porphyrin structure pre-
sented in the left, but the more asymmetric one presented on the right (Fig. 4), and characterised by a fifth isocyclic
ring. In this 5-ring porphyrin, the pyrrole ring IV is saturated and as a consequence some transitions shift towards
the red and gain oscillator strength. The more asymmetric the π -electron distribution is, the more emphasised the
double-peak shape will be (the structure at the centre of Fig. 4 is too symmetric, leading to HOMO’s degeneracy, and
is then not capable to reproduce the richer chlorophyll spectrum shape). Other details of the chlorophyll structure, like
bending, protonation, addition and/or distortion of other elements, might further shift and vary the optical peaks: still
the most significant effect stems from the breaking of the square symmetry of the basic porphyrine structure. These
ab initio results support the simple exciton-model (4-band model [29]) that has been used in the last two decades to
describe experimental results and, at the same time, underline the pertinence and the usefulness of TDDFT, already at
the very basic approximations (here LDA/GGA), for a global understanding of the process of light absorption. Still,
in the photosynthetic units, besides the absorption process, the conversion of energy also depends on charge-transfer
excitation mechanisms that are poorly described by present LDA/GGA functionals (see Section 6 below). On the
other hand, the promising results found in this sections open the way towards the description of hybrid devices made
of porphyrins and nanowires for either photovoltaic-energy conversion and/or volatile memory devices [30].

4. Optical response of DNA bases and base pairs

In order to characterise either the structural or the response properties of biomolecular systems, it is crucial to be
able to distinguish the intrinsic molecular properties from the effects induced by the environment (e.g. the solvent). The
optical absorption spectrum may be able to properly discriminate those effects, hence its success as a characterisation
tool. This fact is specially important for DNA and DNA-based compounds [32,33].

In addition to the obvious relevance of scientific investigations of DNA molecules for medical and biological
purposes, we have witnessed lately how DNA compounds and DNA-like derivatives, are studied for their potential
applications for nanotechnological purposes. The reasons are its stability (in solution), its one-dimensional character,
along with the unique properties of self-assembly and recognition. However, in order to advance farther this techno-
logical line of research, the determination and interpretation of the electronic properties of nucleobases and of DNA
helical arrangements is an extremely valuable foreword, and notable multidisciplinary efforts are currently devoted
to such goals [34–39]. Furthermore, knowledge of the electronic properties, excited-state lifetimes, and ultraviolet
(UV) absorption spectra is of paramount importance for our understanding of, e.g., the crucial phenomenon of UV
radiation-induced DNA damage.
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To relate the optical properties of nucleic acids to their structure, spatial conformation, and type of intra-molecular
interactions, a valuable preliminary step is to gain insight into the excited-state properties of their building blocks,
namely the monomeric bases, and to understand the role of hydrogen-bonding and stacking when these monomeric
units form complex assemblies. In their natural environment, the DNA bases are paired via hydrogen-bonds in the WC
scheme [44], and are covalently bonded to the sugar-phosphate backbone. The hydrogen-bonded base pairs interact
with each other in the typical helical arrangement by inter-plane Van der Waals forces. To disentangle how the different
interactions control the DNA dynamics upon light absorption, it is important to infer how the spectrum of a given
isolated nucleobase is modified by mutual interactions in the different spatial conformations of DNA assemblies.
TDDFT certainly is an appropriate tool for attempting this task.

In Ref. [31] a complete study of the optical absorption spectra of the five isolated gas-phase nucleobases and
some of their assemblies is reported: simple WC pairs, simple π -stacks of two bases and more complex π -stacks
of WC guanine–cytosine (GC) pairs. These calculations of isolated simple nucleobase-assemblies are a remarkable
playground to prove the reliability of TDDFT for DNA-based materials. For the first time, the optical properties
for a helical conformation of two stacked GC pairs [d(GC)] were computed by an ab-initio method. For such a
conformation, H-bonding (which leads to the formation of WC pairs) and π -stacking effects are active simultaneously
and can be distinguished.

The results discussed below and in Ref. [31] can be summarised as follows. For the isolated bases we obtained
absorption spectra in rather good agreement with previous theoretical works and (qualitatively) with experiments (see
Tables 1 to 6 of Ref. [31] for a detailed comparison between TDDFT excitation energies and experiments, and Tables 4
to 6 of Ref. [33] for comparison with quantum chemical calculations). The proper ordering of the ππ∗ excitations is
well reproduced, namely the excitation energy increases in going from cytosine to guanine to adenine. Moreover, the
LUMO state has always a π -like character whereas the HOMO is π -like for the purines and σ -like for the pyrimidines.

Regarding the base assemblies (WC H-bond pairs and stacked configurations), the shape of the spectrum is not
much altered by the π -stacking or H-bond interactions. However, hypochromicity (intensity decrease) is observed
in the high energy range of the spectrum. The hypochromicity induced by π -stacking is larger than that induced by
H-bonding. In the case of H-bonded basis, for light polarised perpendicular to the bases there is a blue-shift of the
spectra compared to the spectra of the isolated bases. The photoabsorption cross section along this direction is mainly
due to the contribution of nπ∗ excitations and turns out to be orders of magnitude less intense than the spectrum
for light polarised along the plane, due to ππ∗ excitations. In the stacked case, the HOMO and LUMO states are
distributed both on the purine and pyrimidine bases, whereas in the H-bonded configuration the HOMO is in the
purine and the LUMO in the pyrimidine (charge transfer-type excitation). When combining both H-bonding and
π -stacking, the two effects add independently, and the hypochromicity in the UV is enhanced.

Fig. 6 demonstrates some of these aspects, namely the effect of the H-bonding and π -stacking in the optical
absorption. It displays the spectra for the H-bonded GC (“GCH”) and AT (“ATH”) pairs. In order to characterise the
effect of the bonding, the spectra of the pairs (solid lines) is compared with the linear combination of the spectra of the
isolated basis (dashed lines). The features evidenced by the figure are: (i) a small shift found for the lowest frequency
peaks; (ii) the hypochromicity at high frequencies; and (iii) an overall blue-shift of the spectrum for light polarised
perpendicular to the pair (not shown). In addition to the above features that originate from the individual bases, new
features appear in the spectra because the purine and the pyramidine coexist in the WC arrangement. This coexistence
changes the nature of the frontier orbitals: the HOMO is purine-localised, the LUMO is pyramidine-localised (bottom
part of Fig. 6), and the value of the HOMO-LUMO gap is smaller than in the isolated bases. Consequently, peaks
at lower energies with oscillation strengths orders of magnitude smaller than the ππ∗ peaks, or totally dark, emerge
in the spectra. These excitations, as for instances the HOMO-LUMO excitation are, consequently, of charge-transfer
type.

The role of these charge-transfer excitations needs to be analysed more in detail in order to understand their impact
in the excited state dynamics of DNA-based complexes (note that those states are very likely to be dark, or with very
low oscillator strength for light-induced electronic excitations). In particular it is important to address which level of
exchange-correlation functionals work well to describe properly this effects (see Section 6).

In the second row of Fig. 6 are shown the absorption spectra for the stacked GCS dimer (left) and for two stacked
GCH stacked pairs. As in the case of hydrogen bonding, the shape of the spectrum is not strongly altered, but important
differences are encountered in the oscillator strength, which turns out to be substantially reduced (hypochromism).
In particular, looking at the spectrum of the two stacked GCS dimers d(GC), we find the shape of the spectrum very
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Fig. 6. Average photoabsorption cross section of the GCH and ATH base pairs (solid blue, top), and averaged spectra of stacked guanine and
cytosine GCS and of two stacked WC GCH pairs d(GC) (solid blue, bottom). The linear combination of the spectra of the isolated purine and
corresponding pyrimidine (G + C and A + T; dashed lines) are also shown for comparison. Below the spectra, the structures of the GCH pairs and
d(GC) assembly are shown, along with the HOMO and LUMO KS wave functions.

similar to the GCH pair, but again strongly reduced in intensity because of the stacking. This feature indicates that the
two kinds of base couplings seem to act separately and independently, in the sense that on does not affect the other in
the optical response. The major effect of the stacking is the hypochromicity, which is very useful because the intensity
change can be used to follow the melting of the secondary structure of nucleic acids when varying the temperature or
environmental parameters.

Hypochromicity gives us a direct measure of the stacking interaction between bases for different systems, as for
instances different DNA-like double helices, obtained modifying the base heterocycles or changing the backbone
[45–47], that may be exploited for nano-electronics applications. Among these systems, particularly interesting is the
expanded DNA (XDNA), obtained by Kool’s group [48], where each DNA base is expanded with a benzene ring that
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Fig. 7. Calculated dipole strength function for two stacked xG–C pairs with the expanded guanine in different strands [d(xGC)2], in gas phase
(solid line). The double of the absorption spectrum of the H-bonded xG–C is also shown with the green dotted line. In the bottom part of the figure
the atomic structure from the top view and side view for the [d(xGC)2], constructed from NMR average parameters is shown. Different bases are
indicated with different colours: xG(red), C(green). Note the quite perfect overlap between the terminal part of the xG in the opposite strands.

is covalently bonded to the base and co-planar with it. Such expanded bases are able to pair with natural DNA bases by
H-bonding, forming base pairs of expanded size, that stacks with each other and with natural bases, assembling helical
motifs. Double helices of this kind are more stable than natural DNA, and this enhanced stability was interpreted as a
consequence of enhanced stacking whether within each strand or across the strands [49]. A stacked pair of expanded
guanine (xG) and cytosine (C) is sketched in Fig. 7. In Ref. [50] a detailed study of the optical properties for all the
isolated expanded bases, the xGCH, the xATH and some stacked configurations is reported. TDDFT, as in the case of
natural DNA bases, gives satisfactory results when compared with the available experiments [51,52] for all the benzo-
fused bases, in particular for the appearance of the onset of absorption at a smaller energy (around 3.5 eV) than in any
natural nucleobase: this onset peak is the novel feature induced by the benzene-base fusion. Moreover, also the more
intense peaks above 4 eV are well reproduced by TDDFT calculations (see Figs. 2 and 3 in Ref. [50]). In Fig. 7 the
optical spectrum for two stacked xG–C pairs with the expanded guanine in different strands [d(xGC)2] is shown and
is compared with the double of the absorption spectrum of the H-bonded xG–C pair. Similar effects found for natural
DNA assemblies are observed also for the expanded analogues. In particular for all the studied stacked complexes the
main trait is the pronounced hypochromicity, which is largest for the planar structures where the stacking interaction
are mostly favoured, as in the case of d(xGC)2 shown in the figure. For this case, where an enhanced interplane overlap
is present, the hypochromicity is more pronounced than in natural DNA. The enhanced stacking interaction between
base pairs could have consequences on the conductance and rates of electron/hole transfer, making xDNA helices very
appealing for future nanoelectronics applications.

Besides optical absorption, another optical technique that is even more widely used for the characterisation of
chiral biomolecules is circular dichroism. TDDFT, in its real-time propagation scheme, allows for a straightforward
calculation of the rotatory power or circular dichroism spectra (see Ref. [53] for the details). The implementation and
computation of circular dichroism spectra by TDDFT in real-time is in progress and will be the topic of a self-standing
investigation [54], that should allow the identification of helical fingerprints in the optical characteristics, and more
direct interpretation of standard post-synthesis experimental data. Just as an example, we show in Fig. 8 the calculated
optical absorption, and circular dichroism spectra for an isolated adenine base (A) and a stacked dimer made of two
adenines (dA2) having interplane distance of 3.4 Å and a twist angle of 36◦.

The absorption spectra of the isolated adenine and the dimer (top panel) have practically the same shape and the
hyphocromicity induced by the stacking interaction discussed above is observed, and the excitation energies at 182,
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Fig. 8. Calculated dipole strength function (top) and circular dichroism (bottom) for an isolated adenine base (solid line) and for a stacked dimer of
two adenines (dashed line). The structure of the stacked dimer is also shown in the insert.

215, and 270 nm (6.9, 5.76 and 4.59 eV) and the shape of the spectrum are in very good agreement with recent exper-
iments [55]. Totally different is the circular dichroism signal: while the optical rotatory power of an isolated adenine
is very small in the considered range of energies, we observe a strong signal for the dimer induced by the helical
motif, with strong negative and positive bands at 180 nm and 200 nm (6.9 and 6.2 eV, respectively), in satisfactory
agreement with recent experimental data where the negative and positive peaks are measured respectively at 182 nm
and 194 nm [55].

5. Dynamics of biological molecules and TDDFT

Upon absorption of light, the associated electronic transition may trigger a subsequent nuclear dynamics: photo-
dissociation, photo-isomerisation, etc. These relaxation processes are crucial to the understanding of many biomolec-
ular processes, such as, e.g., the isomerisation of retinol. TDDFT is solely concerned with the electronic structure
and in order to study the coupled electron-ion dynamics we need to either extend it or couple it with some flavour of
molecular dynamics (MD).

Ideally, one could make use of multi-component TDDFT [56], which treats both electrons and nuclei quantum-
mechanically, and on the same footing. This approach, however, is still immature and the computational resources
that it would require are still out of reach. MD, on the other hand, assumes classical nuclei, which is sufficient for
many purposes, although its formulation involves addressing the difficult problem of non-adiabaticity.

MD can be used in conjunction with TDDFT in various different ways, depending on the purpose and of the
computational requirements of the particular system that is addressed. For example, one may perform classical, Born–
Oppenheimer MD on the ground state energy surface making use of DFT, and use TDDFT to obtain the time-resolved
absorption spectrum – simply performing one TDDFT calculation at sampled points in the molecular trajectory. One
example of this approach is given below – applied to the azobenzene dye. This approach, however, does not address
the electronic excited states (and therefore, the photon absorption processes) nor the possibility of non-adiabaticity.

In order to allow for electronic transitions, one can use, among others: Ehrenfest dynamics, and surface hopping
[70,71]. In the former case, the forces on the (classical, point particle) nuclei are calculated “on the fly” by making use
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Fig. 9. Calculated photoabsorption spectra of the isolated azobenzene chromophore, at four points along an approximate isomerisation path con-
necting the cis and the trans conformations. The black curve represents the average absorption; the coloured lines are the decomposition of the
spectra into different spatial directions, showing the anisotropy.

of the Ehrenfest theorem (i.e., the force on a nucleus is the expectation value of the partial derivative of the electronic
Hamiltonian with respect to the nuclear coordinate). The electronic equations incorporate the nuclear positions as
time-varying parameters, and an external, classical, electromagnetic field may also be included. In the surface-hopping
scheme, one performs classical adiabatic MD on ground or excited state surfaces, and a stochastic algorithm permits
to “hop” between them. We will illustrate below the TDDFT-based Ehrenfest approach. Another example, and the
theoretical and computational details of our approach are given in Refs. [73,74]. We also refer the reader to the last
section of this article (Section 6) for a brief discussion of the problems related to the combination of classical ion
dynamics with quantum electron dynamics (for a nice review on this topic see, for example, Ref. [75]).

5.1. The azobenzene dye

The azobenzene molecule is formed by two phenyl rings joined by an azo group (see Fig. 9 where it is depicted in
various conformations). It undergoes very rapid (below the picosecond) cis/trans isomerisation around the N=N bond
with very high efficiency [40]. This isomerisation implies an increase of 3 Å and a change in the dipole moment from
6 to 9 Debye. This property has arised great interest on azobenzene-related systems for nanoscale opto-mechanical
devices. Furthermore this structural change goes together with a change in dipole moment that can be used to act as
a optical-gate in, for example, nanotube-based transistors [41,42]. More relevant for the present work, in Ref. [43],
Spörlein et al. have performed femtosecond time-resolved optical spectroscopy on a certain small peptide (APB),
which acts as an optical trigger due to the presence of azobenzene. Their results demonstrate how the absorbance is
strongly red-shifted upon cis/trans isomerisation. This pronounced spectral difference permits both a selective light-
induced interconversion and easy spectroscopical differentiation. We have addressed this problem within our TDDFT
formulation: Fig. 9 depicts our calculated photoabsorption spectra for four selected nuclear conformations selected
along one predefined approximate isomerisation path joining the cis and trans positions. It must be noted that the
peptide backbone has been only used to relax the nuclear conformations – the isomerisation path has been obtained
by minimisation using a semiempirical QM/MM approach. Later the peptide backbone has been cut, and TDDFT
calculations have been performed only on the azobenzene molecule. The results, nevertheless, show a redshift of most
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Fig. 10. Left: Geometries of the ground (S0) – below – and S1 – above – states of the formaldimine molecule. Right: Energy surfaces of the ground
and first excited singlet and triplet states, as a function of the twist angle of the C=N bond – which is simultaneously elongated, see text.

of the spectral weight, in the same manner than the experiment. The position of the main peak does not coincide,
which may be due to neglecting the influence of the peptide.

5.2. Formaldimine

Imines are those compounds of structure RN=CR2, where R may be hydrogen or any hydrocarbyl group. Relatedly,
Schiff’s bases are those imines bearing a hydrocarbyl group on the nitrogen atom: R′N=CR2 (R′ not equal to H).
Formaldimine (HN=CH2, see Fig. 10), also known as methanimine, is the smallest imine, and sometimes is also
referred as the smallest Schiff base. In Fig. 10 we have depicted the geometries of the ground state (S0) and first
singlet excited state (S1). The former is planar, whereas in the latter the hydrogen associated to nitrogen is rotated
90 degrees with respect to the plane of the rest of the molecule. The molecule presents a hetero double bond, C=N,
which is one of the most important photoreceptors in organic chemistry: Photo-induced rotation around double bonds
are processes of primary interest in Biochemistry (the paradigmatic case being the rotation of the molecular trigger of
the human vision process).

Due to this relevance, formaldimine and its protonated counterpart, formaldiminium or methaniminium, has already
been studied as a prototypical case-study. Bonačić–Koutecký and others [57,58,66,67] have performed multireference
configuration interaction calculations of the electronic structure and geometrical conformations of the lowest singlet
and triplet states. The focus was placed on the implications on photochemistry, by regarding the potential energy
surfaces along possible isomerisation paths: the cis ↔ trans rearrangement may proceed via two different paths: in
plane – by moving H along the H1H2CN plane – or out of plane – by transversing the S1 geometry depicted in
Fig. 10. Note that in the case of formaldimine the cis or trans character of a conformation is ambiguous. Moreover, the
discussed isomerisation leaves the molecule unchanged. More interesting cases in Biochemistry (e.g. the isomerisation
of retinal in the vision process) also imply double bond rotations, although in these cases the product and the reactant
are not identical. The out-of-plane route for the formaldimine isomerisation seemed to be favoured energetically.
Moreover, the surface energy curves demonstrate the existence of a conical intersection between the first two electronic
singlet states in this latter path, leading to the necessity of a truly non-adiabatic treatment.

More recently, Parrinello and others [68,69] have addressed the topic in the framework of DFT. In a former pub-
lication [68], they translated restricted open-shell Hartree–Fock (ROHF) to the Kohn–Sham formalism (restricted
open-shell Kohn–Sham, ROKS), and studied the geometry of excited singlet states of several molecules, including
formaldimine. They also used this technique to perform Car–Parrinello adiabatic molecular dynamics on the first ex-
cited singlet step. In the latter work [69] they extended the formalism to allow for non-adiabatic transitions via the
surface-hopping algorithm [70,71]. Both works suggest the out-of-plane isomerisation.

In organic photochemistry, usually the only relevant excited states are the low lying ones. Of special relevance are
the first singlet S1 and the first triplet T1. Since the latter is the lowest one with triplet spin symmetry, ground state DFT
theory may be used to investigate it, in contrast to the S1 state, which requires other approaches. However, following
Frank and others [68], we may utilise Ziegler’s sum method [72] and calculate the singlet excitation energy by making
use only of standard DFT, in the following manner: Let us call ΦGS the ground state of a closed shell system such
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as the formaldimine molecule, which in DFT is built from the Slater determinant of a set of Kohn–Sham orbitals:
ΦGS = Slater{ψ1ψ̄1, . . . ,ψnψ̄n}, where the overlined orbitals are spin up. The first triplet states may be obtained by
minimising a set of KS orbitals with the following fixed spin symmetry: Φ t1 = Slater{ψ1ψ̄1, . . . , ψ̄nψ̄n+1}. Another
of the three degenerate triplet states is obtained by using spin down for the last two orbitals. Unfortunately, the first
excited singlet state cannot be obtained from a single Slater determinant. We may define the “mixed states”, m1
and m2, as Φm1 = Slater{ψ1ψ̄1, . . . ,ψnψ̄n+1} and Φm2 = Slater{ψ1ψ̄1, . . . , ψ̄nψn+1}. The remaining triplet and the
singlet may then be obtained by combining them:

Φt3 = 1√
2

(
Φm1 − Φm2

)
(1)

Φs = 1√
2

(
Φm1 + Φm2

)
(2)

The singlet energy may then be obtained from the energies of the m and t states, as in:

E(s) = 2E(m) − E(t) (3)

For the S0 geometrical configuration (planar, lower part of Fig. 10, this procedure yields a singlet excitation energy
of 4.8 eV, in agreement with the LDA work of Ref. [68]. This scheme also allows us to obtain a minimised geometry
for the S1 subspace. However, we have not made a fully unrestricted seek: to alleviate the calculational burden, we
have assumed the shape depicted the upper part of Fig. 10: The HCN plane is assumed to be perpendicular to the
H1H2CN plane. All geometrical parameters are then fixed to the values they have in the S0 configuration, except for
the C=N bond length which is then allowed to relax. The elongation of the bond in the singlet state thus obtained is
0.102 Å, in good agreement with the 0.085 Å of Ref. [68].

We then consider the rotation between the S0 and S1 geometries. For that purpose, we define a given path joining
both geometries in configuration space: defining θ to be the twist angle around the C=N bond, the C=N bond length
l(θ) is continuously elongated as l(θ) = sin2(θ)l(0)+cos2(θ)l(π/2). Along these geometries, we may sample a given
number of configurations and study the excited states energies by calculating the linear response optical spectrum. We
may utilise the two methods that we dispose of: linear response in the frequency domain, and time propagation. For
the first singlet and triplet states energy, we may also use again previous sum rule.

The results when using Eq. (3) (i.e., still ground state DFT) are displayed in Fig. 10 (right side). The figure is in
agreement with Fig. 7 in Ref. [57], where a CI method was employed. Note that for this line in configuration space we
do not observe a conical intersection, but an avoided crossing. However, the surfaces do cross [58], although a different
path should have been chosen to manifest it. In any case, note how the ground and excited states approach, which
involves a non-negligible jump probability, and signal this isomerisation process as an intrinsically non-adiabatic one.

The photoabsorption cross sections calculated at seven points in configuration space linking the S0 and S1 geome-
tries are shown in Fig. 11. It displays results obtained with two common formulations of the linear-response TDDFT
equations: Casida’s approach [59,60] in the frequency domain, and the real-time propagation scheme [61–65]. The
red curves are the result of the scheme in the time-domain, whereas the black curves are the result for the scheme
in the frequency domain (in this latter case, the lines have been broadened with a Lorentzian curve for comparison
purposes). In principle, both methods are mathematically equivalent: the results, specially for the lowest excitations,
are indeed very similar. The differences, whose importance increases with the excitation energy, must be assigned to
the distinct numerical convergence issues arising in both methods (number of considered virtual orbitals, simulation
box size, etc.), which affect the results in an inequivalent way. At full convergence, both curves should overlap.

The excitation to the first triplet configuration T1 is dark, but the excitation to the first singlet S0 is present in the
graphs (at 4.8 eV for the geometry at θ = 0◦, top panel), albeit its small oscillator strength makes it difficult to see
it. The insert in the top panel exposes it more clearly. The potential energy surfaces such as the one presented in
Fig. 10 may also be reproduced from this figure – moreover, including, if desired, higher lying energy surfaces. The
agreement for the S0 state between these linear response calculations, and those presented in Fig. 10 is almost perfect.

As mentioned above, the molecular dynamics on the S1 excited state have been investigated already in Ref. [68],
as well as non-adiabatic dynamics [69], mixing the ground and the excited state by making use of the surface-
hopping idea. Our approach to the simulation of photo-induced geometrical re-organisation is different: we make use
of TDDFT to couple the ionic and electronic subsystems to a time-dependent, arbitrarily shaped, classically described,
electromagnetic field. A significant laser induced population of an electronic excited state may lead to geometrical
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Fig. 11. Photoabsorption cross section of the formaldimine molecule, calculated at some sampled points along an isomerisation path linking the
predicted S0 and S1 geometries (see text for details). Red: time-propagation method; Black: frequency domain line response method. The insert in
the upper panel details the S0 excitation, of very low oscillator strength, at 4.8 eV.

re-organisation, which means processes such as photo-fragmentation or photo-isomerisation. Some examples of this
approach to photo-dissociation are described in Ref. [73]. In the present case, however, we have tried populating the
S1 state, which should lead to an atomic rearrangement leading to the minimum energy conformation for that state,
i.e. the upper model in Fig. 10. However, we have not yet been able of observing this process. One of the explanations
for this failure is the very low oscillator strength of the pursued transition, which renders difficult its population, even
though we performed the simulations modelling high-intensity lasers. Another more fundamental open question is
ascertaining to which extent the classical treatment of the electromagnetic fields may be suitable for these purposes.

The simulations depicted in Figs. 12 and 13 are different examples. In both cases, we have used a more traditional
approach, which consists of artificially preparing the system in an excited state by populating the LUMO orbital with
one electron. Thereafter, TDDFT is used to propagate the electronic state, whereas the nuclei are also propagated gov-
erned by Newton’s equations of motion, according to the Ehrenfest-path methodology. In the first example (Fig. 12),
the ions are initially static, and the resulting dynamics consist of an in-plane isomerisation: the hydrogen atom at-
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Fig. 12. Snapshots of a simulation performed on the formaldimine
molecule. The system is initially prepared by putting one electron of
the HOMO on the LUMO orbital. The ionic system is initially frozen.

Fig. 13. Snapshots of one of the simulations performed on the
formaldimine molecule. The system is initially prepared by putting
one electron of the HOMO on the LUMO orbital. The ionic system
is initially given a random distribution of velocities corresponding to
300 K.

tached to nitrogen pendulates from one side to the other, without leaving the original molecular plane. The movement
is very rapid; the isomerisation needs only 20 fs. If the simulation is allowed to continue, the process is repeated in
the same manner. In the second example (Fig. 13) the ionic system is given an initial random velocity distribution
corresponding to a temperature of 300 K. The result is rather different: the molecule is rather distorted, and after an
oscillation of the hydrogen atom from one molecular side to the other (which lasts only 20 fs), it goes back to its
original position but following the out-of-plane route.

5.3. The time-dependent electron localisation function

The real-time dynamics calculations based on TDDFT, such as the ones presented in the previous section, permit
us to observe organic chemistry “in action”, and in principle should allow us to see how bonds are born and die during
chemical reactions, or how they are altered by the presence of an external field. The concept of “bond”, however,
is an elusive one, and we wish to finish this section on applications of TDDFT with an excursion to a topic that
may help to gain intuition about this concept: the electron localisation function (ELF), and the time-dependent ELF
(TDELF).

The concept of bond is based on that of electron pair, and was already systematised by G.N. Lewis [76] in 1916.
Electrons form pairs due to their 1/2 spin and Pauli’s exclusion principle, and close “shells” – of eight electrons in
many atoms due to their spherical symmetry. The preference for pairing and closing shells seemed to explain most
bonding in Chemistry. This simple picture of Lewis is still in use today, and the reason is that electrons do indeed
“localise” in pairs when forming molecules, and a big amount of the basic machinery of Chemistry is rather well
explained with Lewis arguments. We speak of “localised” groups of electrons, either pairs of electrons shared between
atoms (“bonds”), non-bonding pairs of electrons (“lone pairs”), and also larger groups – double, triple bonds –, atomic
inner shells, π electronic systems, etc.

How can one transfer these concepts to mathematical terms? It is not easy to “define” bonds from electronic
densities and wave functions. In order to shed light into this problem, the concept of “electron localisation function”
(ELF) was tailored by Becke and Edgecombe [77]; a concept that was later extended for time-dependent phenomena
thanks to the time-dependent ELF function (TDELF) [78]. The ELF has repeatedly been used to obtain intuitive
pictures of bonding properties in molecules in the ground state; the TDELF, in turn, monitored during a TDDFT-
based simulation, helps to visualise time-dependent molecular processes.

We briefly recall the definitions: [77,79,80,78,81,82]

η(r; t) = 1

1 + [C(r; t)/CHEG(r; t)]2
(4)
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Fig. 14. ELF isosurfaces (η = 0.85) of ethane (left), ethene (center) and ethyne (right). The single bond of ethane shows as a convex ELF basin
between the carbon atoms; the double bond of ethene originates two bond attractos, which in turn imply an eight-shaped ELF isosurface between
the carbons), whereas the triple bond of the linear ethyne shows as a ring.

C(r; t) =
∑

σ=↑,↓

{
τσ (r; t) − 1

4

[∇nσ (r; t)]2

nσ (r; t) − j2
σ (r; t)

nσ (r; t)
}

(5)

where η is the (TD)ELF function, τσ is the kinetic energy density, and j2
σ is the squared modulus of the current density.

CHEG(r; t) is the value of the C function for a homogeneous electron gas whose density coincides with the density
at point r. This expression is valid only for one-determinantal wave functions, and therefore lends itself to be used
within the context of Hartree–Fock or (TD)DFT. An exact definition, in terms of the one-reduced density matrix, can
be found, for example, in the seminal Ref. [77]. We should note that the last term of Eq. (5), depending on the current,
is, however, neglected in that original derivation, which assumed real-valued wave functions. That term is necessary
in the time-dependent case [78].

One may then relate the topology of the ELF to the electron localisation properties of the molecules – which in
turn are related to their bonding properties. The ELF takes values between 0 and 1 – high values correspond with
high localisation (bonds, lone pairs), whereas low values correspond with delocalised electrons. As a scalar bounded
function, it will have attractors and basins; these basins may be core basins (their domain contains one nucleus),
bonding (located between core attractors) and non-bonding (the rest, that contain the lone-pairs of electrons). In this
way, the ELF basins show us the bonds and the lone pairs of the molecules.

We plot in Fig. 14 a classical illustration of the ELF ability to mark bonds: the single, double and triple bond
ethane, ethene, and ethyne, respectively. However, our main goal here is to show the TDELF in a dynamical process.
We have chosen for that purpose the collision of the acetylene and oxygen molecules, which for the particular chosen
initial conditions, leads to the creation of two carbon monoxide molecules (i.e. combustion).

The simulation is performed with the non-adiabatic molecular dynamics based on TDDFT described in the previ-
ous section; for this particular example we have used the simple-minded local density approximation (LDA) to the
exchange and correlation functional. Some snapshots taken during the simulation are show in Fig. 15. The initial
orientation and placement of the molecules is the one depicted in the first snapshot. Their relative initial velocity is
7 × 10−3 a.u. The plot shows, besides the atomic positions (carbon in green, oxygen in red, hydrogen in white), one
isosurface of the ELF (η = 0.8), which contours regions of high electron localisation. The isosurface is coloured:
redder areas correspond to higher electron density, whereas whitish areas correspond to regions of almost negligible
density. We have done this in order to make apparent one of the less intuitive features of the ELF: it may have large
values in regions of low electronic density.

Initially, the acetylene molecule displays its characteristic toroidal ELF isosurface, typical of triple bonds. After
20 fs, the two molecules collide, and a strong link is created between the hydrogen atom of acetylene and one oxygen.
The oxygen molecule is rapidly broken due to the collision; at t = 40 fs we can see how one oxygen atom starts
moving towards the other side of the acetylene molecule, and one of the hydrogen atoms is ejected. The triple bond
between the two carbon atoms is already strongly distorted; note how this is already visible in the ELF isosurface. In
the next snapshots, we start to see the lone pairs characteristic of CO molecules and the remaining hydrogen atom is
also ejected, carrying away one electron.

6. Summary and perspectives

It is clear that the use of TDDFT in the area of photochemistry has been growing in the past decade [6]. The keys for
this success are clear: First of all, TDDFT is a simple theory, easy to implement, and leads to very efficient numerical
implementations. Furthermore, TDDFT is quite reliable and can be used to obtain useful information: which is evident
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Fig. 15. Snapshots of the TDELF function (isosurface of the ELF (η = 0.8), taken during the simulation of the acetylene combustion, at the indicated
times. Redder areas of the isosurface correspond to higher electron density, whereas whitish areas correspond to regions of almost negligible density.

from the examples presented in this Article. In fact, TDDFT in many cases outperforms other quantum chemical
methods, especially for medium and large systems [6,11,12].

However, and in spite of its many successes, TDDFT has its shortcomings. Note that these problems are not inherent
to the theory itself – which is an exact reformulation of time-dependent quantum-mechanics, but to the approximate
functionals that are used in practical applications, or to the specific implementation of the combined electron-ion
dynamics to address non-adiabatic effects in the excited-state dynamics.

One of the most important problems is related to the asymptotic behaviour of the LDA xc potential: For neutral
finite systems, the exact xc potential decays as −1/r , whereas the LDA xc potential falls off exponentially. Note that
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most of the generalised-gradient approximations (GGAs), or even the newest meta-GGAs have asymptotic behaviours
similar to the LDA. This problem gains particular relevance when calculating ionisation yields (the ionisation potential
calculated with the ALDA is always too small), in situations where the electrons are pushed to regions far away
from the nuclei (e.g., by a strong laser) and feel the incorrect tail of the potential, or in excitations that involve
Rydberg states. There are several ways to correct this problem, either by directly modelling the xc potential [83], or
by using orbital functionals with the right asymptotic behaviour, like the exact exchange [84] or the self-interaction
corrected [85] functionals. Along those lines it is important to mention that present local and semilocal functionals
fail dramatically in describing dispersion forces (e.g., in Van der Waals complexes). At present the impact of those
failures in the optical spectra of biomolecules has not been discussed in detail, and most of the cure-schemes address
the problem for ground-state calculations either as a post-DFT correction [86,87], or by the use of TDDFT in the
adiabatic connection/fluctuation-dissipation scheme [88,89]. Clearly there is a lot of work to be done in this context to
describe the role of dispersion forces in the combined excited-state dynamics of complex biomolecules (for example
to describe light-induced proton transfer and H-bond breaking/formation).

Another noteworthy problem is the absence of true multiple excitations in the TDDFT response functions. This
is due to the use of the adiabatic approximation in the construction of time-dependent xc functionals. There have
been some attempts at the construction of functionals including memory effects [90–96] or by including the effect of
doubles excitations perturbatively [97,98].

Next, we would like to refer to charge-transfer excitations. TDDFT often predicts charge-transfer states of substan-
tially lower energy and below optical states [99]. This is further complicated by the mismatch between the ionisation
potentials of the donor and acceptor parts of the molecule, due to the absence of a derivative discontinuity in the com-
mon functionals [100]. Thus, charge-transfer excitations are severely underestimated, sometimes by as much as 1 eV.
Several correction schemes have been proposed [101] for this problem. However there is not yet a good functional
incorporating those processes both at the static as well as at the dynamical level. Thus, the dynamics of many bio-
logical processes that are mediated by that type of intermediate states, may not be properly accounted for by present
TDDFT implementations. (Kernels based on many-body perturbation theory, as the ones derived to describe the op-
tical properties of solids [12] could account for those excitations. However, it is still not known to which degree of
accuracy.)

However, perhaps the largest failure of TDDFT is in the calculations of the optical spectra of solids [102,12].
In fact, the lack of a long-range component of the xc kernel leads to TDDFT spectra of very poor quality, only
marginally different from simple RPA calculations. Again, several possible alternatives to correct this problem have
been proposed, from orbital functionals that include this long-range component [103–107], to empirical correction
terms to the xc kernel [108–110]. Those functionals might have implications in the description of multiple excitations,
charge-transfer processes and photo-induced molecular dissociation.

Another important aspect of the specific examples discussed in this article is related to the fact that electron dy-
namics are usually determined quantum mechanically but the nuclear motion is treated within the framework of
classical mechanics. Despite a large difference in the general time scales of electronic and nuclear motions, electronic
wavepackets quite often couple with the dynamics of nuclear motion. The proper incorporation of the electronic re-
sponse is crucial for describing a host of dynamical processes, including laser-induced chemistry, dynamics at metal
or semiconductor surfaces, and electron transfer in molecular, biological, interfacial, or electrochemical systems (in
particular it is crucial also for describing light-induced processes in biomolecules, and many other photochemical reac-
tions). The two most widely used approaches to account for non-adiabatic effects are the surface-hopping method and
the Ehrenfest method implemented here. The surface-hopping approach extends the Born–Oppenheimer framework to
the non-adiabatic regime by allowing stochastic electronic transitions subject to a time- and momenta-dependent hop-
ping probability. On the other hand Ehrenfest successfully adds some non-adiabatic features to molecular dynamics
but it is rather incomplete. This approximation can fail either when the nuclei have to be treated as quantum particles
(e.g. tunnelling) or when the nuclei respond to the microscopic fluctuations in the electron charge density (heating)
not reproducing the correct thermal equilibrium between electrons and nuclei (which constitutes a fundamental fail-
ure when simulating the vibrational relaxation of biomolecules in solution). However there have been some proposals
in the literature to include some of those effects in a modified Ehrenfest scheme [111,112] or beyond it (see, e.g.
Ref. [113]).

On a more practical level, the possibility of simulating dynamics on electronic excited states requires the capability
of computing forces on those states. On the electronic ground state, the computation of the force is a trivial task within
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the DFT formalism because the force on an ion is an explicit functional of the ground state density (the Hellman–
Feynman expression). In the Ehrenfest dynamics approach, the same expression can be used – the forces are again
trivially dependent on the time-dependent density. However, if we attempt to use the same idea to perform dynamics on
a given “pure” excited state, we are confronted with the problem of obtaining the corresponding excited state density
– not at all a trivial task. Fortunately, one can use linear-response TDDFT in order to obtain suitable expressions (see.
e.g. Refs. [114] and [115]).

In conclusion, TDDFT has become a standard tool to calculate excitation energies, and is by now incorporated in
all of the major quantum-chemistry codes. There are many examples of successful applications of this theory in the
literature, and its usefulness for the study of large, complex systems is unique. Clearly, there are some cases where
TDDFT does not perform well. However, in our opinion, we should not dismiss these problems as failures of TDDFT,
but as a challenge to the next generation of “density-functionalists”, in their quest for better approximations to the
elusive xc potential.
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[66] V. Bonačić-Koutecký, J. Michl, Theor. Chim. Acta 68 (1985) 45.
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We present a theoretical investigation of electronic and optical properties of free-base porphyrins
based on density functional theory and many-body perturbation theory. The electronic levels of
free-base porphine �H2P� and its phenyl derivative, free-base tetraphenylporphyrin �H2TPP� are
calculated using the ab initio GW approximation for the self-energy. The approach is found to yield
results that compare favorably with the available photoemission spectra. The excitonic nature of the
optical peaks is revealed by solving the Bethe–Salpeter equation, which provides an accurate
description of the experimental absorption spectra. The lowest triplet transition energies are in good
agreement with the measured values. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3204938�

I. INTRODUCTION

Porphyrins constitute an important class of � conjugated
organic chromophores that play a fundamental role in numer-
ous biological and chemical processes1–3 and have recently
found wide application in developing technologies. Promis-
ing memory devices have recently been demonstrated in
which porphyrins were used to functionalize nanowires.4–6

Their oligomers and solid aggregates are of growing interest
for optoelectronic devices, solar cells, and light-harvesting
devices, as well as having applications in nonlinear
optics.7–12 It is not surprising therefore that, in addition to the
numerous experimental studies appearing in the literature,
several semiempirical and ab initio theoretical studies, based
on time-dependent density functional theory �TDDFT� and
quantum chemistry techniques, have been carried out in or-
der to characterize the fundamental electronic and optical
properties of these molecules.13–17

The UV/optical spectra of all porphryins are generally
quite similar, being characterized by a number of weak bands
or peaks in the optical range �the Q bands�, and a relatively
strong band in the UV region �the Soret or B band�.18 The
simplest interpretation of porphyrin spectra is given by the
Gouterman four-orbital model, a semiempirical configuration
interaction scheme involving excitations from the two high-
est occupied molecular orbitals �HOMOs� to the two lowest
unoccupied orbitals �LUMOs�.19 In spite of its success, how-
ever, not all spectral features can be explained by the model.

In fact, ab initio quantum-mechanical approaches are re-
quired to gain a thorough knowledge of the excited state and
photophysical properties of these molecules, which, despite
the numerous technological applications, are not completely
understood.

Previous quantum-chemical studies of the porphyrin
class of molecules illustrated the important role played by
electronic correlation in describing their excited state prop-
erties. Excitation energies of free-base porphine have been
reported using a variety of techniques, including multicon-
figurational second-order perturbation theory �CASPT2�,15

multireference second-order perturbation theory,20 symmetry
adapted cluster-configuration interaction �SAC-CI�,21–24 and
similarity transformed equation-of-motion coupled-cluster
�STEOM-CC� approaches,25 generally obtaining a precision
of the order of 0.1–0.3 eV.

In the present work, we use an analogous approach
based on many-body perturbation theory �MBPT� �Ref. 26�
�namely the so-called GW method and the Bethe–Salpeter
equation �BSE��, which achieved much success over recent
years within the domain of solid-state physics, frequently
yielding excitation energies within 0.1–0.3 eV of the experi-
mental values when applied to systems ranging from bulk to
zero dimensional.27–33 The GW/BSE method has not been
widely applied, however, to the study of �-conjugated low
dimensional and molecular systems. Work carried out in this
direction34–39 furthermore illustrated that some of the usual
assumptions made in the application of the method, such as
the use of LDA/GGA wave functions as a starting point37 or
the Tamm–Dancoff approximation,40 are not always valid fora�Electronic mail: maurizia.palummo@roma2.infn.it.
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molecular systems.41 The applicability to the porphyrin class
of molecules is therefore far from obvious and the present
study aims to further knowledge in this direction.

Besides being of general academic interest, the tech-
nique should prove to be important for investigating the ex-
citonic character in extended porphyrin oligomers or solid
aggregates, for which the use of the less computationally
demanding TDDFT approach has been questioned,42 but
which is naturally accessible within GW/BSE. In this work
we concentrate on the electronic and optical properties of
two such porphryins, namely, free-base porphine �H2P�, the
basic building block of all porphryins, and a phenyl deriva-
tive, tetraphenylporphyrin �H2TPP�. This study aims, there-
fore, to be a first step toward a complete ab initio analysis of
the exciton character in porphyrin systems and in particular
for understanding how this character changes when
moving from isolated porphyrins to their oligomers or solid
aggregates.

II. METHODOLOGY

In the present MBPT scheme, the DFT Kohn–Sham
�KS� eigenvalues and eigenfunctions are used as a starting
point for constructing the one-particle and two-particle
Green’s functions including all relevant aspects of electronic
interaction and correlation. The key quantity is the electron
self-energy operator, which can be evaluated very accurately
for many materials in the GW approximation.27 The one-
particle Green’s function describes quasiparticle �QP� excita-
tions �i.e., the individual excitation of electrons and holes�
while the two-particle Green’s function describes coupled
electron-hole excitations and is thus required for describing
the optical spectrum.28

Results presented in this work are based on the follow-
ing three-stage approach. As a first step, the geometrical
structures of the two isolated molecules �H2P and H2TPP�
are relaxed using DFT �Ref. 43� within the general gradient
approximation �DFT-GGA� in the Perdew–Burke–Ernzerhof
PBE parametrization functional.44 We use a plane-wave ap-
proach, as implemented in the QUANTUM- ESPRESSO

package,45 with norm-conserving pseudopotentials and a ki-
netic energy cutoff of 70 Ry. Fictitious molecule-molecule
interactions occurring in the repeated cell approach are elimi-
nated by using, after convergence tests, a vacuum thickness
of more than 10 Å. The relaxed geometries compare well
with other similar calculations found in the literature and
with the experimental data.46,47 In particular, the external
phenyl groups of H2TPP cause an in-plane distortion of the
porphyrin ring, without any appreciable out-of-plane distor-
tion, in agreement with Ref. 48. We then calculate, at the
optimized geometries, all the KS eigenvalues and eigenvec-
tors up to 15 eV above the HOMO energy using LDA,49 in
order to reach a good convergence in the excited-state calcu-
lations. The GGA and LDA eigenvalues, for the same fixed
geometry, were found to be very similar, within the order of
0.02–0.03 eV.

In a second step, we perform GW calculations using the
YAMBO code50 in order to obtain the real QP energies Ei

QP as

corrections to the KS eigenvalues Ei
KS using the following

well known expression:27

Ei
QP = Ei

KS +
1

1 − �i
��i

KS���Ei
KS� − Vxc��i

KS� , �1�

where the index i runs over the occupied �holes h� and un-
occupied �electrons e� states. ��i

KS� are the KS eigenfunc-
tions, �i is given by

�i = ��i
KS�d�/dE�Ei

KS��i
KS� , �2�

i.e., the linear coefficient in the energy expansion of the self-
energy �, which is itself the product of the KS Green’s func-
tion G times the screened Coulomb interaction W obtained
within the random phase approximation �RPA�.51 Vxc is the
usual DFT exchange-correlation potential. A boxlike cutoff
in the long-range Coulomb potential is used at this stage in
order to simulate truly isolated molecular excited states. This
technique is essential52 for reaching good convergence �be-
low 0.1 eV� in the self-energy calculations.

In the final step of our approach, we calculate the optical
spectra including excitonic effects and self-energy correc-
tions by means of solving the BSE. By expanding the states
over the KS basis, the solution of the BSE can be mapped
onto an eigenvalue problem for the excitonic
Hamiltonian:28,53

Hexc = � Hres Hcoupl

− �Hcoupl�� − �Hres�� 	 , �3�

where the resonant part,

Hres = �Ee
QP − Eh

QP��e,e��h,h� + �eh�K�e�h�� , �4�

is Hermitian. The part in the lower right is denoted antireso-
nant. K=W−2v is the excitonic kernel, with W and v being
the screened and bare Coulomb interaction, where the factor
2 comes from the spin degeneracy.53 The coupling part

Hcoupl = �eh�K�e�h�� �5�

is symmetric and describes the interaction between the reso-
nant and antiresonant parts, or in other words, between the
e-h pairs at positive and negative �antipairs� energies �see
Ref. 41 for a more detailed description of the notation�. Here
electron-hole antipairs are denoted by e�h�, while Eh

QP, �h�
and Ee

QP, �e� refer to the QP energies and eigenstates of the
occupied and unoccupied states, respectively. As is often
done in this framework, we replace the QP eigenfunctions
�e� , �h� with the KS ones ��h

KS� , ��e
KS�. While several works

have shown that this approximation may not work well in
highly anisotropic systems37 or strongly correlated
materials,54 the results presented below demonstrate that it is
reasonable for describing the low lying excitations of sys-
tems such as the studied porphyrins, as was also illustrated
elsewhere for azobenzene.41

Once the eigenvectors and eigenvalues E� of the exci-
tonic Hamiltonian Hexc are obtained, the photoabsorption
cross section is obtained from
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���� 	 

�

�D��2��� − E�� , �6�

where D�= ���i
� ·r��0� are the electron-hole optical strengths,

 is the light polarization direction, �0� is the ground state,
and ��� is the generic excited state expanded in term of
electron-hole pairs and antipairs. If the electron-hole interac-
tion is neglected, the excitations are given by vertical transi-
tions between independent electron and hole states with D�

= �h�i
� ·r��e�, so that Eq. �6� reduces to the well known
independent-particle Fermi golden rule expression.

Although the above approach is based on a local or
semilocal DFT ground state calculation, it is important to
realize that it does not inherit all the associated pathologies.
In particular, the short-range exchange-correlation potential
appearing in LDA and GGA is not present in the self-energy
or, more importantly, the BSE. In these methods, the
screened Coulomb interaction is used instead, yielding a cor-
rect description of the long-range 1 /r behavior. Thus, the
BSE can in principle describe charge transfer as well as
Rydberg states.55–57

III. RESULTS

According to the Gouterman model, the HOMO �b1u�,
HOMO−1�au�, LUMO�b2g�, and LUMO+1�b3g� states are
the most important ones involved in the Q and B optical
peaks. In Fig. 1 we report probability distribution isosurfaces
for each of these four states as they occur for the H2TPP
molecule. The inclusion of phenyl rings does not change
their character with respect to free-base porphine. We con-
firmed that the orbital character and ordering are consistent
with other DFT-LDA calculations,46 an observation that does
not change if local or semilocal exchange-correlation poten-
tials are used. All these findings attest to the robustness of
the Gouterman model in describing the order and character
of these energy levels based on the symmetry of the porphy-
rin molecular orbitals. Nevertheless, we will show below
how a proper description of the optical response and photo-
emission spectra requires a more sophisticated theoretical
treatment beyond this simple empirical model.

In Fig. 2 we show the optical spectrum of the H2TPP
molecule obtained at the independent-particle level �or
equivalently, within the RPA�, where a sum over the KS
transitions, according to a Fermi golden rule description, is
considered. Two strong peaks are visible at 1.75 and 2.15 eV.
The former peak derives from b1u↔b2g and b1u↔b3g tran-
sitions, while the latter derives from a1u↔b2g and au↔b3g

transitions. The RPA optical spectrum of H2P, not reported
here, appears very similar with a small blueshift of the two
peaks �of about 0.2 eV�. As expected, the optical spectra
obtained at this level of approximation are in complete dis-

agreement with the experimental data, which feature almost
forbidden Q bands in the visible region and very intense B
bands in the near-UV region.

These results stress the need to overcome the single-
particle scheme and mix the single-particle transitions. Such
mixing can be achieved by means of configuration interac-
tion techniques, the TDDFT approach, or the present GW
+BSE approach. As we will see below, the four-level mixing
scheme proposed in the Gouterman model appears valid for
accounting for the Q bands and, to a lesser extent, the B
bands, in agreement with published results based on
quantum-chemical or TDDFT schemes.16,58

The computed QP energies for the isolated H2P and
H2TPP molecules are compared with the KS �DFT-LDA�
energies in Fig. 3. The typical linear relation that is often
found between the two sets of eigenvalues in many semicon-
ductor and insulating materials �both in bulk and in low di-
mensional systems� is only partially reproduced in the
present molecular systems. The GW calculation opens the
electronic HOMO-LUMO gap in H2P to 5 eV �1.97 eV is the
corresponding DFT-LDA gap�, while a QP gap of 4.39 eV is
obtained in H2TPP �the DFT-LDA gap being 1.75 eV in this
case�. In Fig. 4 we compare the levels of the H2P, obtained
using the GW method, with experimental UV photoemission
spectroscopy �UPS� data found in the literature.59

For comparison, we also report KS eigenvalues as ob-
tained using a local �LDA�, a semilocal �GGA�, and a hybrid
exchange-correlation functional �B3LYP �Ref. 60��. As these
methods do not satisfy Koopman’s theorem, their eigenval-
ues should not be directly interpreted as electron removal/
addition energies. Nevertheless, a comparison with the GW

FIG. 1. Plots of ���2 of the four levels that mainly par-
ticipate in the optical response of H2TPP, as obtained at
the DFT-LDA level of approximation. From left to right
are reported the two highest occupied and the two low-
est unoccupied states. The x axis coincides with the
direction of the central N–H bonds.
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FIG. 2. Absorption spectrum of the H2TPP molecule as obtained at the
independent-particle level �RPA�. Spectra according to x and y polarizations
are almost identical. An artificial Lorenztian broadening of 10 meV has been
used. Inset: DFT-LDA energy levels.
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eigenvalues illustrates the importance and magnitude of the
self-energy corrections to the starting DFT eigenvalues �that
could then be considered as an order 0 approximation to the
QP energies�. The theoretical description of the experimental
UPS peaks is clearly much improved when QP energies are
considered. It is interesting that the hybrid functional scheme
also gives a very good description of the occupied states.
This finding is in agreement with recent studies of
porphryins61 and of other extended carbon-based
molecules.62,63

Optical spectra of the H2P and H2TPP molecules, com-
puted at the GW+BSE level of approximation, are presented
in the top panels of Figs. 5�a� and 5�b�, respectively. The
theoretical spectra are compared with the corresponding ex-
perimental data from Ref. 18 reproduced in the bottom pan-
els. Since the computed absorption for light polarized per-
pendicular to the central ring is found to be negligible, we
report only the in-plane �x and y� components. Note that
vibrational coupling effects are not included in the present
calculation and hence the Qx�0,1� and Qy�0,1� replicas,
present in the experimental curves, are always absent in the
theoretical spectra.

Inspection of Fig. 5�a� shows a reasonably good agree-
ment between theory and experiment for the H2P molecule.

The Qx�0,0� and Qy�0,0� peaks appear at 1.98 and 2.3 eV,
respectively, in good agreement with the experimental exci-
tation energies reported at 1.98–2.02 and 2.33–2.42 eV.18

Very intense optical peaks are obtained in the UV range
around 3.3 eV. Their position and shape are in reasonable
agreement with the experimentally observed Soret bands at
3.13–3.33 eV.18 The level of accuracy reached for these low
energy transitions is similar to that obtained in other ab initio
approaches. Some previously computed excitation energies
are reported in Table I for comparison with the GW+BSE
and experimental data. Other very intense transitions are
found near 4.0 eV, which may correspond to the experimen-
tally observed Nx and L bands at 3.65 and 4.25 eV. However,
the assignment is not clear in this case, as their intensities are
overestimated with respect to the lower energy peaks. This
may be due to a lack of convergence in the present GW
calculations for states lying close to the continuum of mo-
lecular states: By underestimating their lifetime, the calcula-
tions yield sharper resonances that those seen experimentally.
Large oscillator strengths have also been reported for the N
band in Ref. 21, although the accuracy of that work has been
questioned.25

The comparison with experiment further improves for
the H2TPP case, where the experimental absorption spectrum
of H2TPP, shown in Fig. 5�b�, is very well reproduced by the
theoretical Bethe–Salpeter calculation. The Qx�0,0� and
Qy�0,0� peaks appear at 1.88 and 2.15 eV, nicely reproduc-
ing the experimental transitions reported at 1.86 and 2.27
eV.18 The experimentally observed Soret band is located at
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3.08 eV, slightly redshifted with respect to the free-base por-
phine, and is in very good agreement with theoretical predic-
tion. Finally, we note that the BSE absorption curves show
an optical anisotropy splitting in the B band of about 0.3 and
0.15 eV for the H2P and H2TPP molecules, respectively.

From the calculated values of the electronic gaps �5.0
and 4.3 eV, for the H2P and H2TPP molecules, respectively�
it is clear that the optical spectra feature strong excitonic
effects, with estimated exciton binding energies of about 3.0
and 2.5 eV. This is further illustrated in Fig. 6, where we
compare a GW+RPA calculation of the H2TPP absorption
spectrum with the result of the full GW+BSE calculation,
for the x-polarization. It is interesting, therefore, that the ex-
citonic transitions associated with the Q bands are found to
derive from a mixing of the single particle transitions from
the HOMO�1 to LUMO+1 and from the HOMO�1 to
LUMO states, in agreement with the Gouterman model. For
the B and N bands, however, single-particle transitions from
the HOMO�2 to LUMO+1 also contribute, and hence
involve states beyond the standard four involved in the
Gouterman picture.

Often �and especially in extended systems� it is found
that the resonant part of the excitonic Hamiltonian, Hres, is
adequate for describing the optical excitations correctly. This
corresponds to the so-called Tamm–Dancoff approximation40

and is equivalent to neglecting the interaction between the

e-h pairs and antipairs. In Fig. 6 we illustrate the influence of
the coupling term Hcoupl on the final optical spectrum of
H2TPP. The effect is found to be quite large, both in the
energetic peak positions and in the spectral lineshape. These
findings are consistent with the conclusions of Grüning
et al.41 for other carbon-based molecules and similar obser-
vations in other molecular systems.64 For this reason we have
chosen to include the coupling term in all GW+BSE spectra
appearing in this work.

Due to their importance in emission processes and in
photobiology or medical applications such as photodynamic
therapy, it is also interesting to investigate how the present
approach is able to reproduce the characteristics of the triplet
excitons. Within the BSE approach, triplet excitons can be
calculated by simply considering Keh=W. In Table II we
compare our results for the lowest triplet excitons in both
molecules with the experimental values and some of the the-
oretical ones as taken from the literature.

We find that the energetic position of the lowest triplet
excitons appears in very good agreement with the available
experimental data and with other theoretical approaches for
the H2P and H2TPP molecules. Spatial analysis of the exci-
tonic wave function reveals that the lowest singlet and triplet
excitons have different character: This is illustrated in Fig. 7
for the H2P molecule. While the lowest singlet exciton re-
sults from a mixing of the four Gouterman states �HOMO,
HOMO�1, LUMO, LUMO+1�, the triplet exciton is instead
a pure mixing of the HOMO and LUMO states. From our
previous discussion and the results shown in Tables I and II,
we can conclude that the present solid-state based scheme
�GW+BSE� provides singlet and triplet excitations of por-
phyrins to within 0.2 eV of experiment, therefore having the
very same range of accuracy as the best QC approaches dis-
cussed in the introduction.

TABLE I. Excitation energies �in eV� of the H2P molecule obtained using different theoretical approaches and
compared with the experimental peak positions.

Method Reference Qx Qy Bx By

Expt. 18 1.98–2.02 2.33–2.42 3.13–3.33 3.13–3.33
GW+BSE This work 1.98 2.3 3.3 3.5
TDDFT �LDA� This work 1.97 2.1 3.0 3.0
CASPT2 15 1.63 2.11 3.08 3.12
NEVPT2 24 2.04 2.51 3.22 3.30
SAC-CI 22 1.81 2.10 3.47 3.69
STEOM-CC 25 1.70 2.59 3.63 3.74
TDDFT �B3LYP� 17 2.27 2.44 3.33 3.41
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FIG. 6. Absorption spectra of the H2TPP molecule �x-polarization only�
computed at various levels of approximation: GW+RPA, resonant only
�Tamm–Dancoff approximation�, and full GW+BSE as reported previously.
An artificial Lorenztian broadening of 10 meV has been used.

TABLE II. Theoretical energetic positions �in eV� of the first triplet �T�
exciton for the H2P and H2TPP molecules. The experimental data are also
reported for comparison.

Method Reference H2P H2TPP

Expt. 65–67 1.56–1.58 1.45
GW+BSE This work 1.6 1.5
TDDFT �B3LYP� 17 1.46
CASPT2 15 1.52
STEOM-CC 25 1.19
QMC 68 1.6
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It is useful to compare the GW+BSE results with a
complementary approach. We performed a TDDFT
calculation69 for the H2TPP molecule, within the adiabatic
local density approximation. The results, shown in Fig. 8
�see also Tables I and II�, illustrate a reasonable agreement
between the two methods for both Q and Soret bands, in
particular with regard to the peak positions. The relative in-
tensities of the x and y polarizations are also fairly consistent
between the two approaches, although we note that the TD-
DFT calculations appear to overestimate the relative inten-
sity of the Q and Soret bands in comparison with the experi-
mental data.

IV. CONCLUDING REMARKS

In conclusion, we calculated by means of first-principles
MBPT the charged and neutral electronic excitations of the
isolated H2P and H2TPP molecules. The available photo-
emission and optical absorption measurements are well de-
scribed by this approach, which also naturally provides a
complete picture of the e-h coupling, the singlet and triplet
excitations and the real space extension of the excitonic
wave functions. The character and energy of the singlet and
triplet lowest energy excitons turn out to be in good agree-
ment with experiment and other ab initio calculations, with
accuracy comparable to quantum chemical methods. As a
byproduct, we performed TDDFT calculations. The results
show that a simple approximation such as ALDA can already
give important insights about the optical spectrum of such

molecules. The present study should represent the first step
toward a complete ab initio analysis of the change in exciton
character when moving from isolated porphyrins to their oli-
gomers or to solid aggregates.

Note added in proof. In a recently published work,71 the
GW method was also used to calculate the ionization poten-
tial of the H2TPP molecule. The work provides further evi-
dence that the MBPT scheme can be applied with success to
the study of these molecular systems.
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Applications of different spectroscopies to a variety of systems Summary of Research

5.2 Layered systems
New generation synchrotron light sources and aberration-corrected electron microscopes made
the loss spectroscopies explodes in the last two decades. The range of excitations is very wide,
scanning lattice vibrations to core electron excitations, from interband transitions to collective
plasmon excitations. For the latter in particular, the two experimental techniques are able to give
the same response function, with an unparalelled resolution (in space, energy, momentum, etc.),
crucially asking for the theoretical counterpart. In addition, the possibility to explore a wide range
in momentum transfer, also means probing local features (especially for large q), called, in the
language of solid state, crystal local field effects. Graphite, for instance, with its well separated
graphene sheets, is a remarkable prototype for local fields-induced phenomena. Graphite was also
the system Ralf Hambach was studying during his thesis: he came at a certain moment talking to
me about a possible bug in the DP code, in light of the very weird results he was obtaining, with
strong anisotropy effects and really bizarre momentum dispersion. After a deep check, we (sure by
then of the numerical results) tried to propose to several experimental groups the task to measure
the plasmon dispersion of graphite fo specific momenta and to prove (or disprove) the wild change
of the loss function for tiny variation of q. A group in Japan finally proved Ralf’s theoretical
prediction, with astonishing precision, and the results have been published on PRL [108]. Further
details are available in Ralf’s thesis [42]. Since then, this behaviour has been also found in transition
metal dichalcogenides [109], and we are curently studying this effects on hexagonal BN and MoS2
[110].
PLEASE REFER TO THE ATTACHED ARTICLE
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The electron energy-loss function of graphite is studied for momentum transfers q beyond the first

Brillouin zone. We find that near Bragg reflections the spectra can change drastically for very small

variations in q. The effect is investigated by means of first principle calculations in the random phase

approximation and confirmed by inelastic x-ray scattering measurements of the dynamic structure factor

Sðq; !Þ. We demonstrate that this effect is governed by crystal local field effects and the stacking of

graphite. It is traced back to a strong coupling between excitations at small and large momentum transfers.

DOI: 10.1103/PhysRevLett.101.266406 PACS numbers: 71.45.Gm, 73.21.Ac, 78.70.Ck, 81.05.Uw

The momentum-resolved and frequency-dependent dy-
namic structure factor Sðq; !Þ is a fundamental quantity in
plasma physics, nuclear physics, particle physics, and con-
densed matter physics. It is important for the understanding
of many problems like, e.g., electronic correlation, and it
links the theory of many-body systems to scattering experi-
ments like electron energy-loss spectroscopy (EELS) or
inelastic x-ray scattering (IXS).

EELS measurements are particularly efficient for mod-
erate momentum transfer, i.e. when q is shorter than a
reciprocal-lattice vector and multiple scattering effects
remain secondary. Recently, modern synchrotron radiation
sources have opened the way to study electronic excita-
tions at large momentum transfer using IXS [1,2]. New
phenomena can be observed in this range, such as a peri-
odic plasmon dispersion in magnesium diboride MgB2 [2]
or plasmon-bands in Silicon [3]. Crystal local field effects
(LFE) [4,5], namely, the fact that an external perturbation
can induce a response on the length scale of the structure of
the material, become increasingly important for large q [6].
They acquire particular importance for layered systems,
such as graphite [7], or superlattices [8].

Graphite, with its well separated and polarizable gra-
phene sheets, is a very good candidate for the exploration
of LFE-induced phenomena. EELS and IXS measurements
(see, e.g., [1,9–11]) have determined the energy-loss spec-
tra and plasmon dispersion for a wide range of momentum
transfer q. Calculations of the energy-loss function that are
based on the homogeneous electron gas (see, e.g., [12–14])
or the tight-binding model (see, e.g., [15,16]) have been
used extensively to study in-plane properties of graphite.
Ab initio calculations based on Density-Functional Theory
(DFT) in its time-dependent extension (TDDFT)
[17], either in the adiabatic local density approximation

(TDLDA) or even in the Random Phase Approximation
(RPA), reproduce experimental plasmon spectra with very
good precision [7,11] and show a continuous angular de-
pendence of the dynamic structure factor for relatively
moderate momentum transfer q. The range of larger q,
instead, is much less explored.
In the present Letter, we demonstrate that this range

offers access to striking phenomena. In particular, our
ab initio calculations and IXS measurements reveal an
anomaly in the angular dependence of the dynamic struc-
ture factor: For a momentum transfer close to certain
reciprocal-lattice vectors, we observe drastic changes in
the spectra upon small variations in q. This discontinuous
behavior should have important implications for the inter-
pretation of measurements close to Bragg reflections in any
strongly inhomogeneous system.
We performed first principle RPA calculations of the

momentum-resolved and frequency-dependent dynamic
structure factor Sðq; !Þ, which is directly related to the
energy-loss function. The electronic ground state of graph-
ite (Bernal stacking) was calculated in DFT-LDA (local
density approximation) with ABINIT [18], using a plane-
wave basis set [19] and norm-conserving pseudopotentials
[20]. The Kohn-Sham band structure was used to compute
the independent particle polarizability �0 with the DP-code
[21]. In RPA, the longitudinal dielectric function � and its
inverse ��1, that links the total to the external potential in
linear response ’tot ¼ ��1’ext is given by � ¼ 1� v�0,
where v denotes the Coulomb interaction. For a solid, � is a
matrix in reciprocal-lattice vectors (G, G0) and a function
of the reduced momentum transfer qr inside the first
Brillouin zone and of frequency !. The dynamic structure
factor for a given momentum transfer q ¼ qr þG0 and
frequency ! is then
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Sðq; !Þ ¼ � q2

4�2n0
Im½��1

G0G0
ðqr; !Þ�;

where G0 is a reciprocal-lattice vector and n0 denotes the
average electron density. Hence, only diagonal elements of
��1 are needed. However, as � is not diagonal for an
inhomogeneous material, its inversion will mix all matrix
elements. One can understand the physics of this mathe-
matical fact by expanding ��1 ¼ ð1� v�0Þ�1:

��1
G0G0

ðqr; !Þ ¼ 1þ vG0
�0
G0G0

ðqr; !Þ
þX

G

vG0
�0
G0G

ðqr; !ÞvG�
0
GG0

ðqr; !Þ

þ . . . :

The first order term gives the response of the independent
particles to the external potential. The second term is the
response to the Hartree potential that is induced by the first
order response. This self-consistent process is then contin-
ued to infinite order. As �0 is a matrix, an external potential
with momentum qr þG0 can induce spatial charge fluc-
tuations, whose momentum qr þG differs by any
reciprocal-lattice vector, and to which the system will
also respond; these are the (crystal) LFE.

When q ¼ qr is small, all induced potentials are of
shorter wavelength, i.e., jGj> jG0j. However, for large
q ¼ qr þG0 beyond the first Brillouin zone, long wave-
length fluctuations with jGj< jG0j may be induced, too.
They have been found to cause a Fano resonance in silicon
[22] and lithium [23] and a periodic plasmon dispersion in
magnesium diborideMgB2 [2]. We will now show that the
situation is particularly striking for graphite, where the
long wavelength fluctuations give rise to an unexpected
discontinuity in the dynamic structure factor.

Figure 1(a) shows the calculated dynamic structure fac-
tor Sðq; !Þ of graphite for a sequence of q ¼ ð0; 0; q3Þ that
are chosen exactly perpendicular to the planes [Note that
ðq1; q2; q3Þ ¼ q1b1 þ q2b2 þ q3b3 where the bn are
primitive reciprocal-lattice vectors; see Fig. 3(b)]. The
structures that can be seen in this low-energy range are
due to the very weak interaction between the graphene
sheets; the intensity of the spectrum is therefore quite
low and the dispersion small, contrary to the case of
MgB2 [2] where the coupling between layers is much
stronger.

Instead, Fig. 1(b) shows calculations for momentum
transfers q ¼ ð18 ; 0; q3Þ where the in-plane component

q1 ¼ 1
8 is kept fixed and the perpendicular component q3

is varied. Although for large q3 the direction of q deviates
only slightly from the c-axis, we observe a striking differ-
ence compared to the on-axis results: First, the intensity is
significantly increased for most of the spectra—when q3 is
zero, we simply see the in-plane �-plasmon. Second, there
is a strong dispersion in the peak positions; the main peak
shifts between 7.6 eV at q3 ¼ 0 and 6 eV at q3 ¼ 1. The
most striking observation, however, is the disappearance of
the peak at q3 ¼ 2: for that value, the dynamic structure
factor abruptly becomes completely flat below 8 eV. There

is hence a significant change of the spectra for a small
change of q. Even more important, these results remain
valid for arbitrarily small in-plane components q1, as we
will see in the following.
The bottom panel of Fig. 2(a) shows Sðq; !Þ calculated

with and without LFE (solid and dashed lines, respectively)
for momentum transfers q ¼ � that are vanishingly small

(j�j ¼ 5� 10�5 �A�1) and differ only in the angle � to the
c-axis. For in-plane momentum transfers (� ¼ 90�), we
find a pronounced �-plasmon peak at 7 eV, whereas in the
perpendicular direction (� ¼ 0�), a peak, although of
much lower intensity, is found at 4 eV. For intermediate
directions of �, one finds a continuous behavior when the
angle � is changed, as one would expect. LFE contribute
only marginally; i.e., the anisotropy simply stems from the
anisotropy of the head element �00ð�; !Þ of the dielectric
matrix. These results are consistent with earlier calcula-
tions on graphite [7].
Moving on to large momentum transfers, the next higher

panel displays the results for q ¼ ð0; 0; 1Þ þ �. A change
in � corresponds now to an infinitesimal change in q [see
Fig. 2(b)]. Only one spectrum is shown as it does not
change with �. It should be noted however that LFE start
to become significant because of the larger q.
This picture changes completely when we reach mo-

mentum transfers q ¼ ð0; 0; 2Þ þ � near the second
reciprocal-lattice vector, shown in the top panel of
Fig. 2(a): whereas the spectrum without LFE is completely
flat and remains stable while � is changed, we find that
LFE lead to drastic modifications of the spectra for infini-
tesimal variations of the total momentum transfer q. A
direct comparison between spectra for momentum trans-
fers q ¼ ð0; 0; 2Þ þ � and the corresponding reduced mo-
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FIG. 1 (color online). Calculated dynamic structure factor
Sðq; !Þ of graphite for different momentum transfers q ¼
ðq1; 0; q3Þ (a) exactly perpendicular to the planes (q1 ¼ 0) and
(b) with a small in-plane component (q1 ¼ 1

8 ). Dashed lines

indicate spectra for integer q3. All spectra have been shifted
equidistantly in the y-direction for better visibility. Dotted lines
are guides to the eye.
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mentum transfer � (top vs bottom panel) shows that they
are very similar up to a scaling factor, whenever � is not
exactly in-plane. In other words, near the reciprocal-lattice
vector (0, 0, 2), LFE lead to the reappearance of spectra of
lower Brillouin zones [2,22], and the dynamic structure
factor is determined by the direction of the reduced mo-
mentum transfer qr ¼ � and not by the direction of q.

Graphite is a very convenient case for further analysis
because for small qr and G0 ¼ ð0; 0; 2Þ, the coupling ele-
ment �0G0

ðqr; !Þ dominates by far all other off-diagonal

elements �GG0 ðqr; !Þ. Neglecting the latter, the inversion
of � reduces to the inversion of a simple 2� 2 dielectric
matrix [24] and one obtains (the ! dependence is omitted)

��1
G0G0

ðqrÞ ¼ 1

�G0G0
ðqrÞ þ

�G00ðqrÞ�0G0
ðqrÞ

½�G0G0
ðqrÞ�2

��1
00 ðqrÞ:

This result is similar to the two-plasmon-band approxima-
tion [25]. The first term corresponds to the result without
LFE. The second term leads to the reappearance of the
spectrum ��1

00 ðqr; !Þ weighted by the coupling element.

Whenever the second term is strong, the spectrum for large
q ¼ qr þG0 will also depend on the one for the reduced
component qr, and hence on its anisotropy.

Still, it remains to be understood why this coupling to
q ! 0 appears neither for in-plane deviations q ¼
ð�; 0; 2Þ, nor around G0 ¼ ð0; 0; 1Þ. To this end, we can
make use of general properties of the dielectric function in
semiconductors. In the limit of high frequencies, the cou-
pling element can be approximated as [26]

�0G0
ðqr; !Þ ¼ 4�

!2

qr � ðqr þG0Þ
q2r

nð�G0Þ;

where nð�G0Þ denotes the Fourier coefficient of the elec-
tron density. A similar expression has been found by Sturm
and Oliveira [25] in the framework of a quasifree electron
gas. First, we see from this equation that the coupling
between density fluctuations with momentum qr and qr þ
G0 is proportional to the cosine of the enclosed angle �0
[see Fig. 2(b)]. The prefactor �G00�0G0

=�2G0G0
/ cos2�0

enforces the anisotropy of the spectra: in particular, for a
small in-plane qr, one has � ¼ 90� � �0, which explains
the absence of strong LFE in the spectrum for � ¼ 90�
[Fig. 2(a), top panel]. Second, the coupling element van-
ishes whenever the crystal structure factor, which is pro-
portional to nð�G0Þ becomes zero; i.e., whenever the
Bragg reflection at G0 is forbidden. For graphite in
Bernal stacking, this is the case for all G0 ¼ ð0; 0; 2mþ
1Þ where m is an integer. LFE around (0, 0, 1) stem hence
only from a mixing with other nonvanishingG � 0 beyond
the 2� 2 model. They do not introduce any significant
dependence on the direction of qr since Gþ qr � G.
Instead, for G0 ¼ ð0; 0; 2mÞ, the two graphite planes A
and B in the unit cell contribute in a constructive way
(analogous to the constructive interference in the case of
the Bragg reflection), which leads to the strong effect.
With these explanations in mind, let us come back to the

results shown in Fig. 1(b). Since qr is still reasonably
small, the above arguments hold. In particular, we can
explain the drastic spectral changes near (0, 0, 2) by the
fact that (i) the spectrum from the first Brillouin zone
reappears, which strongly depends on the direction of qr

(angle �) due to the anisotropy of graphite, and that (ii) the
coupling and hence the strength of the recurring spectra is
proportional to jqr � qj2 / cos2�0.
One may wonder whether such a spectacular effect can

actually be observed, or whether it is masked either by

FIG. 2 (color online). (a) Dynamic structure factor Sð�þ
G0; !Þ for small deviations j�j ¼ 5� 10�5 �A�1 from
reciprocal-lattice vectors G0 calculated with (solid line) or
without (dashed line) LFE. (Bottom) For G0 ¼ ð0; 0; 0Þ,
Sð�; !Þ depends on the direction of �. (Middle) For G0 ¼
ð0; 0; 1Þ, arbitrary � lead to the same spectrum. (Top) For G0 ¼
ð0; 0; 2Þ, Sð�þG0; !Þ again changes with �, but only when LFE
are included. (b) Definition of the angles � and �0.

FIG. 3 (color online). (a) Comparison of the structure factor
Sðq; !Þ measured by IXS-experiments (dots) and calculated in
RPA (lines; dashed for integer q3) for q ¼ ð18 ; 0; q3Þ. The elastic
tail has been removed from the raw experimental data and a
uniform scaling has been applied. (b) Measured q-points in
reciprocal space.
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exchange-correlation effects that are neglected in RPA, or
by experimental conditions like a strong elastic tail
near the Bragg reflection. Therefore, we have conducted
inelastic x-ray scattering measurements for momentum
transfers q ¼ ð18 ; 0; n6Þ covering the range between q ¼
ð0; 0; 1Þ and ð0; 0; 3Þ. The in-plane component jq1b1j ¼
0:37 �A�1 is still small enough to create the desired effect
[see Fig. 1(b)], but large enough to avoid the Bragg reflec-
tion. The measurements were carried out at the Taiwan
inelastic scattering beam line in SPring-8 (BL12XU). The
graphite sample was a plate having a surface of 2� 3 mm2

and a thickness of 100 �m [27]. The x-ray Laue photo-
graph showed very nice spots, indicating that the sample
was not Highly Oriented Pyrolitic Graphite but a single
crystal. The energy resolution was 140 meV. A Si 400 four-
bounce monochromator and a Si 444 spherical crystal
analyzer were used. The momentum resolutions were ap-

proximately 0:15 �A�1 along the horizontal and the vertical
axes. In order to subtract the tails of the elastic lines for the
spectra, glass was measured as a reference. Figure 3(a)
shows the measured spectra (dots) together with the corre-
sponding calculated results (lines). The agreement is very
good; in particular, the predicted peak shift is clearly seen
in the measurements, as well as the abrupt change from a
peaked spectrum for q ¼ ð18 ; 0; 136 Þ to a completely flat one

at q ¼ ð18 ; 0; 2Þ, and the difference between q3 ¼ 13
6 and 11

6

due to the different angles �0 [see Fig. 2(b)]. Hence, our
measurements give unambiguous support to the presented
theoretical predictions.

Beyond our studies of graphite, we expect similar results
for other anisotropic crystals with strong LFE, especially
for layered or quasi 1D structures. The exact reappearance
of spectra from other Brillouin zones might however be
obscured by the coupling factor, which is in general fre-
quency dependent and complex valued, or the need to go
beyond the two-plasmon-band approximation.

In conclusion, our RPA calculations and IXS measure-
ments revealed and explained a striking discontinuity in the
dynamic structure factor Sðq; !Þ of graphite at momentum
transfers qr þG0 close to Bragg allowed reciprocal-lattice
vectors G0: infinitesimal changes in the momentum trans-
fer induce strong changes in the resulting spectra. No
discontinuity is observed when the crystal structure factor
vanishes. It is hence a consequence of the Bernal stacking
of the graphene layers that no changes occur at G0 ¼
ð0; 0; 1Þ. The theoretically predicted and experimentally
observed effect has important consequences for measure-
ments of Sðq; !Þ close to an allowed Bragg reflection, as
the resulting spectra can be extremely sensitive to the
chosen momentum transfer. It is also an important step
forward in the understanding of the dynamic structure
factor of anisotropic systems, that may have broad impli-

cations including the description of strongly correlated
systems.
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Summary of Research Applications of different spectroscopies to a variety of systems

5.3 Oxides
Transition metal oxides are a big class of materials, with an even larger variety of applications.
TiO2 is known for its applications in photo-catalysis, HfO2 is a prominent high-κ material for
resistive memories, optical coating, etc.), CuO is a building block of cuprate high-temperature su-
perconductors and is today discussed as a potential photo-voltaic material. These are only examples
of some systems I have been studying in the last years, thanks to the projects of several post-docs
in the group. In all these examples, there’s a strong common denominator: the strong connection
with experiments. In all the cases in fact, we have conducted not only the theoretical work, but
also the experimental counterpart (clearly in collaboration with our experimentalist colleagues):
for TiO2 we have conducted IXS experiments at the GALAXIES beamline in SOLEIL (thanks to
the collaboration with Jean-Pascal Rueff and James Ablett), while for CuO the experiments were
carried out mostly at the ESRF in Grenoble (with Simo Huotari); the EELS experiments for HfO2,
originally an ETSF user project, were conducted in Minatec Grenoble (with Cyril Guedj).
PLEASE REFER TO THE ATTACHED ARTICLE
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The effect of nanocrystal orientation on the energy loss spectra of monoclinic hafnia (m-HfO2) is

measured by high resolution transmission electron microscopy (HRTEM) and valence energy loss

spectroscopy (VEELS) on high quality samples. For the same momentum-transfer directions, the

dielectric properties are also calculated ab initio by time-dependent density-functional theory

(TDDFT). Experiments and simulations evidence anisotropy in the dielectric properties of m-HfO2,

most notably with the direction-dependent oscillator strength of the main bulk plasmon. The aniso-

tropic nature of m-HfO2 may contribute to the differences among VEELS spectra reported in litera-

ture. The good agreement between the complex dielectric permittivity extracted from VEELS with

nanometer spatial resolution, TDDFT modeling, and past literature demonstrates that the present

HRTEM-VEELS device-oriented methodology is a possible solution to the difficult nanocharacteri-

zation challenges given in the International Technology Roadmap for Semiconductors. VC 2014
AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4903218]

With the downscaling of microelectronic and optoelec-

tronic devices, accurate metrology at the nanoscale has

become an important objective for the microelectronic indus-

try. At the same time, the International Technology

Roadmap for Semiconductors categorizes the “measurement

of complex material stacks and interface properties, includ-

ing physical and electrical properties” as a “difficult

challenge” for �16 nm CMOS technology nodes. The char-

acterization of high-j gate stacks (mostly based on hafnia-

based dielectrics) is particularly complicated due to the

length scales at which electronic properties are determined.

These new challenges for characterization and metrology

arise not only from the introduction of thinner and more

complex materials and stacks but also from the need to dis-

cern physical properties at an increasing spatial resolution.

To develop nanocharacterization protocols that are inde-

pendent of materials stacks and integration design, even

more advanced methods are required. Valence electron

energy-loss spectroscopy (VEELS) is the only technique ca-

pable of measuring dielectric and optical properties1 (com-

plex refractive index), and chemical properties2

(composition, atomic bonding) at the same time and with

nanometer spatial resolution, when all effects are properly

taken into account.3,4

In this paper, we use the energy filtered TEM-VEELS

technique (also known as EFTEM SI),8 in a high-resolution

transmission electron microscope (HRTEM) to simultane-

ously obtain the structural and spectroscopic properties of

P21/c m-HfO2 with nanometric spatial resolution. HfO2 is a

prominent high-j material used in various applications like

MIM capacitors,5 resistive memories (OxRRAM),6 or optical

coatings.7 To this purpose, the dielectric properties of

m-HfO2 corresponding to the different crystal configuration

and orientations that can be grown in an electronic device

must be precisely measured, a task for which HRTEM-

VEELS is particularly suited. After detailed nanostructural

modeling of HRTEM measurements using quantitative

image simulations, we obtained VEELS spectra for various

well identified m-HfO2 crystal orientations. For the same

momentum-transfer directions, we also calculate ab initio
time-dependent density-functional theory (TDDFT)11

energy-loss spectra. For the calculated TDDFT spectra, we

use the random-phase approximation (RPA) and also include

local-field effects.13,14 This level of theory allows us to

reproduce, interpret, and even predict experimental energy-

loss spectra.15 With its reliability and predictivity, TDDFT is

a valuable complement to experimentally applied research

on high-j materials for electronic or optical devices.

For the dielectric properties and spectra of m-HfO2, we

find a significant dependence on the crystal direction. The

analysis of the main oscillators of the EELS spectra shows

that the change in lattice orientation mostly affects the

strength of the main bulk plasmon excitation at �16 eV. A

significant anisotropy of �10% has been found also on the

dielectric constant.

HfO2 films are grown by atomic layer deposition (ALD)

on 200 mm p-Si(100) wafers. Before deposition, substrates

are treated with a diluted HF solution to remove any native

oxides. ALD takes place in an ASM Pulsar 2000TM module

at 350 �C using alternating pulses of HfCl4 and H2O, with N2

as a carrier gas. The introduction of H2O vapor is used to

desorb HCl at the growing surface, and the cycles are

repeated sequentially to reach a thickness sufficient to maxi-

mize the crystal quality and to minimize the surface losses.

0003-6951/2014/105(22)/222904/5/$30.00 VC 2014 AIP Publishing LLC105, 222904-1
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A final annealing at 650 �C is performed to crystallize HfO2

and minimize the amount of oxygen vacancies. A high Tauc-

Lorentz18,19 band gap (�5.9) is measured by spectroscopic

ellipsometry and VEELS, which is consistent20 with a low

level of oxygen vacancies of this fully oxidized HfO2 layer.

This layer is therefore representative of a good quality

dielectric material used in the microelectronic industry.

Additional measurements are performed on high grade m-

HfO2 powders for verification.

Cross-sectional electron microscopy and diffraction

experiments are performed in a JEOL 2010 FEF transmission

electron microscope (TEM) operated at 200 kV at a magnifi-

cation of 800 k, with an energy step of 0.1 eV between each

image acquisition. The lowest achievable collection and con-

vergence angles are used (few mrads) to minimize experi-

mental momentum dispersion. The measured energy

resolution is typically around 1.4 eV. For verification, com-

plementary results are obtained with the Cs-corrected Titan

microscope operated at 200 keV in STEM and TEM modes.

About 80 � 106 spectra are acquired over 16 different sam-

ples to check the consistency of the results and to optimize

the protocols of data acquisition and analysis. Samples are

prepared with a StrataTM 400 DualBeamTM FIB/STEM sys-

tem using Gaþ ions energies ranging from 30 keV down to

2 keV. An improvement in the quality of HRTEM-VEELS

data is obtained by selective lift-off of superficial amorphous

species by HF etching. Experimental data are corrected using

the guidelines provided by Schaffer et al.21 TEM lamella

thickness is optimized (<40 nm) to avoid the need for multi-

ple scattering deconvolution processing, but not too thin

(>15 nm) to avoid excessive surface effects. Quantitative

spectra are extremely difficult to obtain because of the

numerous sources of variability due to instrumentation, sam-

ple preparation, and data analysis. The zero-loss (elastic)

contribution is removed from a reference VEELS spectrum

acquired simultaneously in the vacuum region closest to the

measured region of interest. The quality and reproducibility

of the deconvolution process are verified by bandgap analy-

sis of millions of spectra. The TEM approach is particularly

convenient for absolute comparison of 2 neighbour grains

with different orientations, because the data acquisition is si-

multaneous for both nanocrystals and the sources of instru-

mental variability can be deconvoluted more efficiently.

Fortunately, m-HfO2 appears to be very stable under e-beam

irradiation. The Kramers-Kronig analysis22 is then per-

formed on the single scattering distributions using classical

routines available in the Digital MicrographTM environment

to provide complex permittivities,23 energy-loss, and

surface-loss functions versus local nanostructure.

Numerical calculations17 are carried out within the

framework of density-functional theory (DFT) using a plane-

wave and pseudopotential implementation in a two-step

approach: First, the ground state atomic structure and elec-

tronic density of m-HfO2 is computed by static DFT10 using

the local-density approximation (LDA)12 and the code

ABINIT.16 The calculated m-HfO2 lattice parameters are in

good agreement with our and literature9 experimental values.

We use a Hf pseudopotential that includes semicore 4f, 5s,

and 5p electrons in valence since they contribute to excita-

tions in the studied energy range. Second, the energy-loss

and the dielectric function are calculated by linear-response

TDDFT11 using the DP code. The inclusion of local-field

effects has been found to be crucial to correctly reproduce

the HfO2 energy-loss function. To compare with VEELS,

TDDFT spectra are convoluted with a broadening of 1.5 eV,

of the order of the experimental energy resolution.

A careful analysis of the crystal structure is necessary

since hafnia has several phases depending on pressure24 or

growth method.26–29 The monoclinic phase25 is the most sta-

ble in ambient conditions.

The simulated diffraction patterns of the different phases

are often very similar; therefore, the distinction between the

HfO2 phases is difficult. The comparison between experi-

mental and simulated defocus-thickness series usually pro-

vides an identification of the phase and orientation of hafnia.

In the worse cases, an unambiguous identification is pro-

vided by exit wave reconstruction techniques using the True

Image FEI
VR

Software.30

VEELS spectra of single crystalline m-HfO2 measured

at negligible transferred momentum oriented along five dif-

ferent directions are presented in the top left of Fig. 1. The

spectra usually display ten apparent features labelled from A

to I, and, respectively, located at around 10, 16, 20, 23, 27,

35, 38, 44, and 47 eV, although some peaks overlap and

could be considered as a broader degenerate contribution.

Similar features are obtained for the polycrystalline case

FIG. 1. Valence bulk energy loss (left)

and surface-loss spectra (right) decon-

voluted from measured VEELS spectra

of m-HfO2 in the case of monocrystals

(top) and polycrystals (bottom) at sev-

eral momentum-transfer directions, in

comparison with ab initio TDDFT sim-

ulations. The TEM images of mono-

crystals and the selected area diffraction

pattern of the polycrystal are also pro-

vided. Experimental curves in top pan-

els are vertically shifted to facilitate

comparison.
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(bottom). The TDDFT calculation displays 5 main features

(especially evident at smaller broadening) at 8, 16, 27, 38,

and 46 eV, at positions close to the peaks A, B, E, I, and FG

by less than 2 eV (see also Fig. 2). TDDFT reveals that the

shoulder A is due to single particle transitions (O 2p ! Hf

5d), like also F and G (Hf 5p! 5d); peak B is the only real

bulk plasmon, while E and I are collective excitations.

Local-field effects severely damp peak I, which would other-

wise be the main total plasmon. Details about the theoretical

calculation and interpretation will be provided elsewhere.

Our TDDFT calculations with local-field effects can be con-

sidered the best-available simulated energy-loss spectra,

with net improvement in agreement with experiment com-

pared to previous DFT calculations31 (which did not predict

the damping of the I collective excitation).

We now analyze differences in spectra measured along

different crystal directions. The most evident change is a

modulation of the oscillator strengths of the shoulder A and,

in particular, of the plasmon B. To correctly interpret this

finding, it is important to deconvolute the surface loss func-

tions (right), since the most intense feature of the surface

losses is located around 13 eV, close to the position of the

bulk plasmon. Strong differences in surface losses may

therefore contribute to the lack of perfect congruence among

literature data.

When all parameters are well controlled, the comparison

between experiment and the TDDFT is good. Although less

pronounced than in the experiment, TDDFT confirms the

directional modulation of the plasmon. In both TDDFT and

experiment, this is the most evident effect of anisotropy, the

other changes being less obvious.

This is also evident in the TDDFT spectra shown in

Fig. 2 (top curves), where we plot the energy-loss along the

three main crystallographic directions, as well as a direc-

tional averaged spectrum. The most important anisotropy

effect is observed once again on the bulk plasmon at 16 eV,

with minor modifications on the rest of the spectrum. The

plasmon appears as a well separated peak in the [001] direc-

tion, while it reduces to a shoulder in the other directions.

The anisotropy in the dielectric properties and spectros-

copy of m-HfO2 has not been reported so far. This can shed

new light on the interpretation of VEELS spectra previously

measured. In Fig. 2, we report the measured VEELS spectra

of m-HfO2 published in Refs. 31–34. We also show our

measured VEELS (polycrystalline sample). It is evident that

the measured VEELS presents some disagreements among

them. We observe in particular, a different attribution of the

intensity of the plasmon at �16 eV, which is the most intense

peak, e.g., in Cheynet et al.,34,35 while it is less intense than

the collective excitation at �27 eV in Park and Yang.31 We

observe different intensities also on the 47 eV LF-damped

plasmon. In light of our findings, the effect of anisotropy

could partially contribute to explain the differences among

previously measured VEELS spectra, even if many addi-

tional experimental factors, like sample thickness, rough-

ness, and defectivity, could also affect the result. Performing

absolute and perfectly quantitative measurements is indeed a

real challenge. Current stability, convergence and collection

angle, energy resolution, type of measurement (EFTEM vs.

STEM), and the zero-loss removal method might have an

impact on the resulting spectra, even if perfect single scatter-

ing configurations and highly accurate corrections of aniso-

chromaticity and spatial drifts are used. The data analysis

could also impact the Kramers-Kronig process significantly.

Nevertheless, when limiting the influence of these factors,

anisotropies in m-HfO2 can be clearly observed, in agree-

ment with TDDFT calculations.

The real and imaginary parts of the dielectric permittiv-

ity are represented in Fig. 3. Again, the overall agreement

between experiment and simulation is good, in spite of the

complexity of m-HfO2. In particular, the real permittivity

passes zero near 15 eV, indicating that peak B is a proper

bulk plasmon, in agreement with TDDFT. Overall, we find

good agreement between experiment and TDDFT-RPA

(with local-field effects) even in the 20–70 eV range, which

improves on previous DFT calculations.31 It is important to

note that some residual discrepancies are still present, espe-

cially in the intensity of the first plasmon peak, which is par-

ticularly sensitive to transitions possibly involving defect

levels. But, the theoretical description can be already consid-

ered satisfactory in order to interpret and describe the correct

physics in m-HfO2.

Finally, we report our TDDFT calculated dielectric con-

stants for m-HfO2. Here, again we find significant anisotro-

pies. TDDFT predicts a dielectric constant of 5.0 in the [100]

and [010] directions, but only 4.6 in the [001] z direction, a

difference of around 10%. The same 10% difference is con-

firmed also using the TDDFT adiabatic LDA approxima-

tion.12 This anisotropy in the dielectric properties, both in

the static regime and also at the bulk plasmon frequency,

might have possible technological applications.

We have measured VEELS spectra of m-HfO2 in corre-

spondence to well defined momentum-transfer crystallographic

FIG. 2. Energy-loss spectra of monoclinic HfO2. From top to bottom:

TDDFT RPA with local fields calculation as in the [100] (dot-dashed green),

[010] (dashed blue), and [001] (thin solid red) directions and their average

(thick solid black line); VEELS spectra as measured by us (polycrystalline,

black), by Park and Yang (blue),31 Couillard et al. (violet),32 Agustin et al.
(magenta),33 and Cheynet et al. (red).34 Experimental curves are vertically

shifted to facilitate comparison.

222904-3 Guedj et al. Appl. Phys. Lett. 105, 222904 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:  129.104.29.2

On: Sun, 26 Apr 2015 12:01:50



directions. We have compared the experimental spectra to

TDDFT calculated, finding a good agreement. This has

allowed us to correctly interpret and understand the dielectric

properties of polycrystalline or monocrystalline m-HfO2. We

have found a significant anisotropy in the dielectric properties,

mostly on the bulk plasmon at �16 eV and on the dielectric

constant. This can impact the behaviour of (opto)electronic

devices based on this important high-j material.
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Quasiparticle excitations in the photoemission spectrum of CuO from first principles: A GW study
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We present ab initio quasiparticle calculations for electronic excitations and the fundamental band gap of the
strongly correlated transition-metal oxide CuO using the GW approximation of many-body perturbation theory.
Problems related to the suitability of the method for strongly correlated materials and issues of self-consistency
are addressed. We explain why quasiparticle self-consistent GW strongly overestimates the band gap of CuO.
Apart from the band gap, electron addition and removal spectra in the quasiparticle approximation including
lifetime and matrix-element effects are found to be in excellent agreement with the quasiparticle excitations in
direct and inverse photoemission data.
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I. INTRODUCTION

Cupric oxide (CuO), also known as tenorite, features a vast
range of applications: it has been used as a pigment in glass and
ceramics [1] for thousands of years and is nowadays discussed
as a potential absorber material in photovoltaic devices [2]
due to its room-temperature band gap of ∼1.4 eV [3,4].
Furthermore, CuO constitutes the building block and parent
compound of the cuprate high-temperature superconductors
[5]. It is assumed [6] that superconductivity in the cuprates is
due to electron-correlation effects in the CuO2 layers where the
Cu ions exhibit the same square-planar coordination with O as
it occurs in CuO. Recently, the possibility of high-temperature
multiferroicity in CuO has been brought up [7]. All these
applications are closely linked to specific properties of the
electronic structure. However, surprisingly little is known
about the electronic excitations in CuO from a theoretical point
of view. This might be due to the fact that the band gap and all
electronic excitations in its vicinity are governed by an intricate
interplay between itinerant O 2p and localized Cu 3d electrons
which renders the theoretical description notoriously difficult.

CuO crystallizes in a monoclinic face-centered structure
(space group: C2/c) with four atoms per unit cell [8]. The
near degeneracy of several competing equilibrium states in this
material is illustrated by the existence of two antiferromagnetic
orderings with different Néel temperatures TN [9,10]. Below
T

(1)
N = 213 K, CuO exhibits the magnetic ordering that is

shown in Fig. 1(a) with local magnetic moments in the range
of 0.65 . . . 0.69μB at the Cu atoms [9,10]. In this magnetic
structure, each O atom is surrounded by a slightly distorted
tetrahedron of four Cu atoms. Three of the surrounding Cu
atoms have parallel local magnetic moments, whereas the
local moment of the fourth Cu atom points in the opposite
direction [9]. Between 213 K and T

(2)
N = 231 K, the magnetic

ordering exhibits a helical structure [10], before the system
finally becomes paramagnetic at higher temperatures.

First-principles calculations of the electronic ground state
using the non-spin-polarized local-density approximation
(LDA) of density-functional theory (DFT) predict CuO to
be metallic [11], whereas the experimental direct band gap
extrapolated to zero temperature amounts to 1.67 eV [12]. Also
spin-polarized LDA calculations do not yield a nonvanishing
band gap [13]. Attempts have been made to correct one of

the major deficiencies of the LDA, the self-interaction, by
removing the corresponding term from the energy functional
[13–15]. Even though an insulating ground state can be
obtained in this way, the resulting densities of states (DOS) are
in qualitative and quantitative contradiction to photoemission
data [4,16], since the binding energy of the Cu 3d states is
seriously overestimated.

Many-body perturbation theory is the method of choice
to calculate electron addition and removal spectra from first
principles. The GW approximation [17,18] to the electronic
self-energy has been proven to be successful in the prediction
of quasiparticle (QP) band gaps and DOS for semiconductors
and other so-called weakly correlated systems [19]. Its applica-
bility to strongly correlated systems, such as transition-metal
oxides with open d shells, was contested until a few years
ago. However, various groups [20–24] have shown that this
“failure” of the GW approximation for the magnetically
ordered phase of transition-metal oxides is in many cases due
to solving the GW QP equation in first-order perturbation
theory on top of an LDA Kohn-Sham electronic structure. This
perturbational approach is applicable to systems with rather
delocalized electrons where LDA and QP wave functions
can be assumed to be similar [25]. Whenever the spatial
distribution of strongly localized orbitals governs the elec-
tronic structure—e.g., in transition-metal oxides—nonlocal
screened exchange becomes essential and affects also the
one-particle wave functions. It can be accounted for by hybrid
functionals [26], local exchange-correlation functionals with
an additional nonlocal d-d on-site interaction U [27,28], or
static approximations to the GW self-energy (COHSEX) [17]
which may serve as advanced starting points [21–24] for a
perturbative solution of the QP equation. Alternatively, the QP
equation may be solved self-consistently [20].

Wu et al. [29] and Heinemann et al. [30] employed
hybrid functionals and DFT+U to calculate Kohn-Sham band
structures and DOS for CuO. However, these works investigate
magnetic orderings different from the magnetic ground state.
Rocquefelte et al. [31] used a PBE0-derived hybrid functional
adjusting the admixture of Fock exchange to recover the
experimental values for the local magnetic moments and the
band gap. Lany [32] proposed to use an empirical attractive
potential for both occupied and unoccupied d states to obtain
a GW band gap in agreement with experiment.

1098-0121/2015/91(4)/045102(13) 045102-1 ©2015 American Physical Society
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FIG. 1. (Color online) Magnetic ordering and local magnetic
moments in CuO. The magnetic unit cell illustrating the ground-state
magnetic ordering is displayed in (a). Big white and blue balls
represent Cu atoms of opposite spin directions. Small red balls depict
O atoms. The approximately square-planar coordination of the Cu
atoms (left panel) and the tetrahedral coordination of the O atoms
(right panel) are highlighted. The figures have been produced with
VESTA [33]. The local magnetic moments μ that occur both at the Cu
and O atoms are shown in dependence on the fraction of screened
exchange α in the hybrid functional (b) or as a function of the on-site
interaction U in the PBE+U approach (c). Experimental values [9]
including their error bars are displayed as shaded areas.

Here, we aim to understand the QP excitations in the
electron addition and removal spectrum of CuO from first
principles. We calculate the band gap and the QP DOS within
the GW approximation. The performance of various (partially)
self-consistent GW iteration schemes is critically evaluated
for this strongly correlated oxide. We find the band gap to be
extremely sensitive to the chosen level of approximation. In
particular, the dielectric screening employed in the respective
GW iteration scheme has a strong impact on the QP gap. The
most sophisticated self-consistent solution of the QP equation
leads to a huge band-gap overestimation in the case of CuO.
Hence, the momentum- and frequency-dependent dielectric
function emerges to be a key quantity for describing and
understanding the electron addition and removal properties
of CuO. Furthermore, we calculate the QP DOS including
lifetime and matrix-element effects and compare to direct and
inverse photoemission data.

The paper is organized as follows. In Sec. II, the compu-
tational details and convergence parameters are summarized.
The ground-state properties of CuO and electronic excitations
in a DFT framework are briefly discussed in Sec. III. Section IV
focuses on a detailed comparison of established GW self-
consistency schemes. The band-gap problem and the influence
of the electronic screening in the GW self-consistency cycle
are addressed. In Sec. V, the resulting QP spectra are compared
to experimental photoemission data. Finally, a summary is
given and conclusions are drawn in Sec. VI.

II. COMPUTATIONAL DETAILS

Since structural and electronic degrees of freedom are
closely entangled in CuO, experimental lattice parameters
[8] are used throughout all calculations to avoid spurious
effects that may result from deviations between experimental
and calculated crystal structures. The experimentally observed
antiferromagnetic ordering [9] is described within an eight-
formula-unit cell whose lattice vectors are related by a′ =
a + c, b′ = b, and c′ = −a + c to the lattice vectors of the
conventional face-centered monoclinic chemical unit cell of
CuO [see Fig. 1(a)].

DFT and GW calculations are performed using VASP

[34–37] with the projector-augmented wave method and a
plane-wave cutoff of 450 eV. The Cu 4s, Cu 3d, O 2s, and
O 2p electrons are considered as valence states. The Brillouin
zone (BZ) is sampled with 3 × 6 × 3 �-centered k points.
In the hybrid-functional calculations, the HSE06 functional

[26,38] with an inverse screening length μ = 0.2 Å
−1

and
a fraction α = 1/4 of short-range Fock exchange is used
unless otherwise stated. For the DFT+U calculations, we
apply the rotationally invariant scheme [28] on top of the PBE
exchange-correlation functional [39]. The choice of the value
of U is discussed below. The dielectric screening has been
calculated for several functionals using VASP and DP [40].

The HSE06 and PBE+U electronic structures serve as start-
ing points for QP calculations in various well-established GW

schemes [20,25,37,41]. In all GW calculations, the screening
is evaluated at 200 frequency points taking into account plane
waves up to a cutoff of 200 eV. Both in the computation of the
correlation self-energy and the electronic screening, 384 bands
[corresponding to energies up to ∼80 eV above the valence-
band maximum (VBM)] are included. To reduce the com-
putational workload and render self-consistent calculations
feasible, the BZ sampling is reduced to a mesh of 2 × 3 × 2 k
points in the self-consistent GW calculations which does not
have a significant impact on the band gap or the DOS.

Recently, concerns have been raised about the notoriously
slow convergence of GW band gaps with the number of
empty bands in the self-energy and the plane-wave cutoff in
the screening function, especially when the orbital characters
of the lowest conduction band and the highest valence band
are distinct, e.g., s and p states [43–45]. Even though
in CuO the influence should be minor, since both VBM
and conduction-band minimum (CBM) feature mixed pd

character, the robustness of our results has been tested in this
respect. We performed perturbative G0W0 calculations with
norm-conserving PAW pseudopotentials [46] including only
the � point but up to 6144 bands (∼640 eV above the VBM)
and plane waves up to a cutoff of 500 eV in the screening
matrix. The results indicate that the GW band gaps of CuO are
converged for the set of parameters specified earlier. Indeed,
we observe that both the VBM and CBM shift slowly to lower
energies when the numbers of bands is increased for a fixed
high cutoff in the screening matrix. Including more plane
waves allows for a more accurate description of the localized
states as well as their overlap with plane-wave-like high-lying
conduction states in the screening matrix. The improved
description of the correlation self-energy leads to a lowering in
energy of the d-like states in the valence and low conduction
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FIG. 2. (Color online) Kohn-Sham band structures calculated with the PBE (a), HSE06 (b), and PBE+U (U = 4 eV) (c) functionals. The
VBM is set to zero and the band gap is highlighted as shaded area. The nomenclature of the high-symmetry points follows Ref. [42].

bands [43,46]. However, in CuO, the difference between the
CBM and the VBM, i.e., the band gap, converges much faster
thanks to error cancellations that are due to the identical orbital
character (see Sec. III A) of the gap-forming states.

III. GROUND STATE AND ELECTRONIC
EXCITATIONS WITHIN DFT

Before discussing the excitation spectra, we briefly char-
acterize the ground-state properties of CuO to illustrate the
mechanisms that lead to an insulating ground state with
magnetic moments as found in experiment.

A. Band structures and DOS

In Fig. 2, the DFT Kohn-Sham band structures of CuO
calculated with the PBE, HSE06, and PBE+U (with U =
4 eV) functionals are displayed. As has been shown before
[11,29], (semi)local density functionals yield a metallic ground
state with a closely entangled band complex of O 2p and Cu 3d

states around the Fermi energy [see Fig. 2(a)]. In particular,
the highest valence band in the vicinity of the A point of
the BZ is unoccupied, i.e., it exhibits a hole pocket. Contrary
to the metallic PBE band structure, the HSE06 and PBE+U

band structures feature indirect band gaps of 3.1 and 1.1 eV,
respectively (see Table I). It is worthwhile to investigate the
mechanism of gap formation in more detail.

TABLE I. Indirect (ind.) and direct (dir.) QP band gaps calculated
in various flavors of the GW approximation starting from HSE06 and
PBE+U (U = 4 eV) electronic structures. Furthermore, the band
gaps obtained in the self-consistent COHSEX approximation are
given. In all cases, the fundamental gap is indirect. If indirect and
direct gap happen to have the same value, this is due to rounding on
one decimal place.

Gap (eV) DFT G0W0 GnW0 GnWn scGnW0 scGnWn

HSE06 ind. 3.1 3.5 3.7 3.8 3.7 4.1
dir. 3.2 3.6 3.8 3.9 3.8 4.2

PBE+U ind. 1.1 1.7 1.9 2.2 2.2 3.9
dir. 1.2 1.8 2.0 2.3 2.2 4.1

COHSEX ind. 4.0
dir. 4.0

The band gap in DFT is given by the Kohn-Sham band gap
and the discontinuity of the exchange-correlation potential
upon electron addition and removal [47,48]. Generalized
Kohn-Sham functionals that include nonlocal exchange ac-
count for a good fraction of the discontinuity already in
the generalized Kohn-Sham band gap [49]. The failure of
LDA and related functionals to open a gap can be partially
traced back to the complete absence of the discontinuity in
the exchange-correlation potential. Several orbital-dependent
functionals have been proposed to improve the eigenvalue
band gaps upon (semi)local Kohn-Sham functionals [49–51]:
(i) hybrid functionals with a fraction α of (short-range)
exchange, where the inverse of α can be related to the static
electronic dielectric constant; (ii) self-interaction-corrected
density functionals; (iii) density functionals with an additional
on-site interaction U which is inspired by the multiband
Hubbard model. In principle, U represents the screened on-site
interaction in a solid which can be much smaller than the
corresponding atomic value. Even though several schemes for
the determination of U exist [51,52], it is often chosen such
that it reproduces the experimental value of a specific property
of the electronic structure (e.g., the band gap).

In Fig. 3(a), the evolution of the orbital-resolved DOS with
increasing fractions of short-range screened exchange α in the
HSE hybrid exchange-correlation functional is shown. The
parameter α is varied between 0 (PBE) and 0.25 (HSE06). It
becomes immediately clear from Fig. 3(a) that the Cu 3dxy ,
3dyz, 3dzx , and 3dz2 states do not take part in the band-gap
formation. These orbitals, which are more or less degenerate
in energy and hybridize only weakly with the O 2p states, are
occupied for both spin directions and lie, rather independent
of the value of α, in the energy range between 2 and 4 eV
below the VBM. The Cu 3dx2−y2 states, on the other hand,
strongly hybridize with the O 2p states. In the PBE approach,
they form one band complex 4 to 8 eV below the VBM and
a second one around the Fermi level. Increasing the fraction
of Fock exchange leads to an imbalance between the spin-up
and spin-down channels which goes along with the formation
of a magnetic moment at the Cu atoms (see below). While
the dx2−y2 orbital becomes unoccupied for one spin direction,
thus forming the CBM, the dx2−y2 state in the opposite spin
direction contributes, due to its hybridization with the O 2p

states, to the bottom as well as the top valence states. The
details of the crystal structure and the size of the band gap are
intimately linked via this hybridization.
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FIG. 3. (Color online) Orbital-projected
DOS calculated with the hybrid functional
for varying α (a) or with the PBE+U

functional for varying U (b). The spin-up
(positive values) and spin-down (negative
values) contributions of the individual
Cu 3d orbitals and the O 2p orbitals are
shown. The local coordinate system at the
Cu atoms is oriented such that the z axis
is perpendicular to the Cu-O coordination
square and the x axis parallel to a Cu-O
bond. For the O 2p partial DOS, the average
contribution per O atom is shown. The VBM
is set to zero and all DOS are convoluted
with a Gaussian of 0.5 eV full width at half
maximum (FWHM).

If, instead of a fraction of short-range Fock exchange,
one adds a d-d on-site interaction U to the PBE exchange-
correlation functional [see Fig. 3(b)], a very similar behavior
of the electronic states is observed for small U � 4 eV. Also in
this case, the minority-spin dx2−y2 state becomes unoccupied,
while the majority-spin dx2−y2 orbital hybridizes with the O 2p

states. If, however, the on-site term is increased further, the
occupied dx2−y2 orbital moves to the bottom valence, whereas
the O 2p orbitals form the top-valence states. Since the on-site
interaction acts on all 3d orbitals, also the inert Cu 3dxy , 3dyz,
3dzx , and 3dz2 states shift to lower energies which does not
happen if a hybrid functional is employed.

The band gap is sensitive to the details of the antiferro-
magnetic ordering. Several previous studies [29,30] did not
investigate the experimentally observed ground-state magnetic
ordering but other antiferromagnetic structures. Consequently,
they find band gaps that are significantly lower. For instance,
in Ref. [30], an indirect HSE06 band gap of 2.7 eV has
been reported. Reproducing the HSE06 calculation with the
magnetic ordering used in Ref. [30], we obtain an indirect gap
of 2.5 eV significantly lower than the 3.1 eV we find for the
ground-state magnetic ordering.

B. Magnetic moments

The calculated magnetic moments at the Cu and O atoms
are shown in Figs. 1(b) and 1(c) in comparison to data from
neutron-diffraction experiments [9]. The screening parameter
α and the on-site interaction U have been varied in these
plots to illustrate their influence on the value of the local
magnetic moment. Best agreement with experiment is obtained
for α = 0.25 and U ∼ 7 eV. However, modelling the complex
many-body interaction by tuning a single scalar parameter
cannot capture all effects of the electronic self-energy. The
optimal choice of the respective parameter depends on the

quantity that is calculated. In particular, it may be different
for ground-state (lattice constants, magnetic moments) and
excited-state properties (band structures, densities of states).
For instance, the frequency dependence of the U parameter
has been illustrated by mapping the full dynamical screened
Coulomb interaction to local orbitals [52]. For reasons ex-
plained in Sec. IV B, we will later on choose the electronic
structure computed with U = 4 eV as one of the starting
points for the calculation of excitation properties. Here, we
give results for both values U = 4 eV and U = 7 eV.

A peculiarity of CuO is the occurrence of a local magnetic
moment not only at the transition-metal atoms, but also at the
O atoms which is a consequence of the interplay between the
complex magnetic ordering and the crystal structure: each O
atom is embedded in a tetrahedral environment of four Cu
atoms whereof one exhibits a magnetic moment pointing in
the direction opposite to the magnetic moments of the three
other Cu atoms [see Fig. 1(a)], which leads to a magnetic
polarization of the electrons in the vicinity of the O atom. At the
O atoms, we find local magnetic moments of 0.13μB (HSE06),
0.14μB (PBE+U , U = 4 eV), and 0.12μB (PBE+U , U =
7 eV) that are in line with experiment (0.14 ± 0.04μB, Ref.
[9]) and previous calculations [15,31]. The Cu magnetic
moment amounts to 0.66μB (HSE06), 0.55μB (PBE+U ,
U = 4 eV), and 0.65μB (PBE+U , U = 7 eV), which agrees
well with experimental values of 0.65 ± 0.03μB [9] and
0.69 ± 0.05μB [10].

IV. ELECTRONIC EXCITATIONS WITHIN
THE GW APPROACH

Band gaps calculated from Kohn-Sham electronic struc-
tures are not directly comparable to experimental gaps.
The Kohn-Sham gap differs from the QP gap by the con-
tribution arising from the derivative discontinuity of the

045102-4



QUASIPARTICLE EXCITATIONS IN THE . . . PHYSICAL REVIEW B 91, 045102 (2015)

exchange-correlation energy which accounts for electron
addition and removal [47,48]. Generalized Kohn-Sham func-
tionals, such as the HSE06 hybrid functional, take this term
partially into account already in the eigenvalue gap [49] but are
still suffering from the fact that the exact exchange-correlation
potential is unknown. Green’s function methods, such as the
GW approach, on the other hand, include the electron addition
and removal aspect by construction.

The GW self-energy �GW (12) = i�G(12)W (12) is the
product of the one-particle Green’s function G(12) and the
screened Coulomb interaction W (12) = ∫

d3ε−1(13)v(3 − 2),
with the inverse dielectric function ε−1(12) and the bare
Coulomb interaction v(1 − 2) = 1

4πε0

e2

|r1−r2|δ(t1 − t2). In these
expressions, numbers are used as shorthand for the set of
space, spin, and time coordinates, i.e., 1 ≡ r1,s1,t1. Usually,
the screened interaction is calculated in the random-phase
approximation (RPA), i.e., neglecting the electron-hole inter-
action [17,18].

QP states |ψi〉 can be obtained by solving the QP equation
[18]

[T + V + VH + �GW (εi)]|ψi〉 = εi |ψi〉 (1)

self-consistently. Here, T denotes the kinetic energy, V the
external potential, VH the Hartree potential of the electrons, and
�GW (ω) the GW self-energy in frequency space, which has to
be taken at the energy of the QP excitation εi . Usually, the QP
equation is solved starting from Kohn-Sham eigenvalues ε

(0)
i

and wave functions |ϕi〉 either in first-order perturbation theory
or applying (partially) self-consistent iteration schemes.

Assuming that Kohn-Sham wave functions |ϕi〉 and QP
wave functions |ψi〉 are identical and, hence, that both the QP
Green’s function and the difference between self-energy and
exchange-correlation potential are approximately diagonal in
these wave functions, the QP equation reduces to

εi = Re〈ϕi |[T + V + VH + �GW (εi)]|ϕi〉. (2)

Keeping the wave functions fixed and iterating only over the
eigenvalues [25,37], the QP energies in the (n + 1)th iteration
step are then given by

ε
(n+1)
i = ε

(n)
i + Z

(n)
i

× (
Re〈ϕi |

[
T + V + VH + �

(n)
GW

(
ε

(n)
i

)]|ϕi〉 − ε
(n)
i

)
,

(3)

with the QP renormalization factor

Z
(n)
i =

(
1 − ∂ Re〈ϕi |�(n)

GW (ω)|ϕi〉
∂ω

∣∣∣∣
�ω=ε

(n)
i

)−1

. (4)

In this expression, the self-energy has been linearized around
the QP pole. The matrix elements of the GW self-energy
〈ϕi |�(n)

GW (ω)|ϕi〉 are recalculated in each step using the Kohn-
Sham wave functions and the QP eigenvalues obtained in
the previous iteration. Depending on whether the energy
eigenvalues that enter �GW are updated in G only or both
in G and W , the iteration scheme is called GnW0 or GnWn,
respectively. In the simplest approach, only one iteration
is performed and the energy eigenvalues are corrected in
first-order perturbation theory (G0W0).

Alternatively, one can try to solve Eq. (1) directly which
allows one to obtain also QP wave functions. However, the
frequency-dependent self-energy operator �GW (ω) renders
this equation non-Hermitian and nonlinear which results in
QP excitations with finite lifetime and renormalized intensity.
Several procedures known as QP self-consistent GW have
been proposed to construct an eigenvalue problem with
a Hermitian Hamiltonian from Eq. (1) [20,41,53,54]. The
resulting QP eigenvalues differ only marginally between these
procedures [41]. In all of these GW schemes, the Green’s
function retains its noninteracting form and lifetime effects
are neglected. Here, we follow the approach presented in
Ref. [41]. We refer to it as scGnW0 or scGnWn depending
on whether G only or both G and W are recalculated with
the new set of eigenstates in each self-consistency step. The
numerical implementation of this scheme yields band gaps
in good agreement with experiment for weakly correlated
materials. For transition-metal oxides and f -electron systems,
however, d-d or f -f gaps are systematically overestimated
[20,53,55]. It has been proposed to scale the self-energy with
a prefactor of 0.8 in order to mimic the effects of vertex
corrections empirically [55]. For instance, the rescaling of the
self-energy compensates for the systematically underestimated
dielectric constants in the scGnWn iteration scheme. Shishkin
et al. [41] suggested to either include an exchange-correlation
kernel in W to account for the excitonic effects or to keep W

fixed on the DFT RPA level.
All of these flavors of GW self-consistency have been

applied to a large variety of materials in the past. Here,
we investigate how the different approaches perform for the
DOS and band gap in the case of CuO. We analyze and
discuss shortcomings of the methods that are expected to be
characteristic for materials similar to CuO.

A. Perturbative G0W0

In Sec. III, it has been shown that both hybrid functionals
and PBE+U yield insulating electronic structures for CuO.
Here, we consider these electronic structures as possible
starting points for GW calculations in the perturbative G0W0

approach.
In Fig. 4(a), the DOS calculated within the G0W0 approx-

imation are shown in comparison to the subjacent hybrid-
functional calculation for various values of the screening
parameter α. We notice that the general line shape of the DOS
barely changes if G0W0 corrections are added. This finding
holds for the whole range of investigated parameters α. Only
the band gap opens significantly—even for values of α where
the hybrid functional already overestimates the experimental
gap [cf. Fig. 4(c)]. Moreover, the band gap increases linearly
with increasing screening parameter α.

On the one hand, this illustrates the strong starting-point
dependence of non-self-consistent GW calculations. On the
other hand, it yields valuable insight into the mechanisms
that govern the band-gap formation in CuO within the GW

framework, i.e., a picture of QPs screened by electron-hole
excitations. It indicates that the hybrid-functional ansatz
already captures most of the many-body effects that govern
the energetic ordering of the states but fails in a similar way
as the subsequent G0W0 calculation to predict the band gap.
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FIG. 4. (Color online) DOS as well as indirect (ind.) and direct (dir.) band gaps calculated in the G0W0 one-shot approach on top of the
hybrid functional for varying α [(a),(c)] and the PBE+U functional for varying U [(b),(d)]. The respective DFT DOS is shown as shaded area,
whereas the G0W0 DOS is indicated by a thick solid line. The VBM is set to zero. A Gaussian broadening of 0.5 eV is applied to the DOS. In
(c) and (d), the experimental direct band gap at zero temperature [12] (cf. Table II), represented by a black horizontal line, is given for reference.

In particular, there does not seem to be a mechanism in G0W0

that compensates a band-gap overestimation in the subjacent
hybrid-functional calculation.

Indeed, the HSE hybrid functional can be seen as a static
approximation to the GW self-energy with the parameter α as
inverse electronic static dielectric constant 1/ε∞. The range-
separation parameter which cuts down the Fock exchange
for large distances acts as a screening length. Thus the
HSE06 hybrid functional mimics already the important static
screened-exchange contribution to the GW self-energy. This
explains why setting α = 1/4 (HSE06) yields good band gaps
for intermediate-gap semiconductors with dielectric constants
in the range of ∼2 . . . 6 (see compilations in Refs. [56–58])
and why it is less accurate for strongly polarizable materials
like Si with ε∞ = 11.94 [59]. For CuO, a band gap of 1.42 eV
was obtained by setting α = 0.15 in a hybrid functional with
infinite screening length (PBE0-derived functional) [31]. For

α = 0.15 and an inverse screening length of μ = 0.2 Å
−1

, we
obtain an indirect gap of 1.7 eV and a direct gap of 1.9 eV (see
Fig. 4). This observation is in line with the interpretation of α as
inverse dielectric constant which amounts to ε∞ = 6.2 . . . 6.6
in CuO [60–62].

In Fig. 4(b), we choose, instead of a hybrid functional,
a PBE+U electronic structure as starting point for the G0W0

calculation. We find that, in particular for large values of U , the
QP shifts are significantly bigger for some states compared to
the QP shifts obtained for the hybrid functional starting point.
For instance, the G0W0 corrections shift the O 2s states in the
vicinity of −19 eV to significantly higher binding energies.
G0W0 also tries to correct back the energetic position of the
occupied Cu 3d states that are shifted to too high binding
energies by large values of U in PBE+U . All in all, this

indicates that PBE+U , in general, is a less good approximation
to the GW self-energy which is intuitively clear, since it
mostly affects the d states and does not provide an advanced
description of exchange and correlation for the s and p states.

As expected, we find the PBE+U band gaps to increase
linearly with U illustrating the d-d character of the highest
valence and lowest conduction states [cf. Fig. 4(d)]. However,
the G0W0 band gap increases with an even higher slope in
dependence on U . For large U [e.g., U = 7 eV in Fig. 4(d)],
where the gap is already overestimated, the band-gap opening
due to G0W0 QP shifts is largest demonstrating the sensitivity
of the results on the input electronic structure.

B. Eigenvalue self-consistent GW

Since self-consistent GW calculations are numerically very
demanding, we focus on the comparison between two starting
electronic structures from now on: (i) HSE06 (α = 1/4) and
(ii) PBE+U with U = 4 eV. These two starting points feature
the peculiarity that their (state-projected) DOS are basically
identical (see Fig. 3) except for strongly deviating band gaps
which amount to 3.1 eV in the case of HSE06 and 1.1 eV for
PBE+U (cf. Table I). In particular, the HSE06 band gap is
almost twice as large as the experimental gap (see Table II),
which is unusual for a 3d transition-metal monoxide [23,64].
A comparison between these two starting points may thus
be helpful to understand the origin of the GW band-gap
overestimation in CuO.

As we have seen in Sec. III, the energetic position of the
Cu 3dx2−y2 peaks and, in particular, the size of the band gap
strongly depend on the choice of the exchange-correlation
functional which cannot be cured by G0W0 QP corrections.
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TABLE II. Available indirect (ind.) and direct (dir.) experimental
gap values and their temperature dependence.

Gap (eV) 300 K 7 K 0 K

ind. 1.35 ± 0.02a

1.4 ± 0.3b

dir. 1.34c 1.60d 1.67e

aReference [3]; electrochemical determination of the photocurrent in
p-type CuO.
bReference [4]; x-ray photoemission and bremsstrahlung-isochromat
spectroscopy.
cReference [12]; reflectance and transmittance.
dReference [63]; optical absorption, 7 K.
eReference [12]; reflectance and transmittance, extrapolated to 0 K
removing zero-point motion.

This underlines the need for a starting-point independent
approach. QP calculations that keep the wave functions fixed
but iterate the one-particle eigenvalues constitute a first step
towards self-consistency.

In Table I, the indirect and direct QP band gaps of CuO
are compiled for various self-consistent GW schemes. It is
evident that, keeping the wave functions fixed, the band gap
changes only very little compared to a G0W0 calculation.
Convergence of the band gap is obtained after a few iteration
steps (see Fig. 5). This holds likewise for the GnW0 and the
GnWn iteration scheme and is independent of the starting point.
However, the resulting values for the band gaps are strongly
starting-point dependent. The PBE+U+GnW0/GnWn band
gaps overestimate the experimental value only slightly,
whereas the HSE06+GnW0/GnWn gaps are by more than
a factor of 2 too large. Hence it can be concluded that
wave-function self-consistency is highly important in CuO
and, concomitantly, that QP and Kohn-Sham wave functions

band gap HSE06 +

PBE+U +En
er

gy
 (e

V
)

GnW0

GnW0

GnWn

GnWn

scGnW0

scGnW0

scGnWn

scGnWn

6.5

5.5

4.5

3.5

2.5

1.5

6

5

4

3

2

10 2 4 6 8 10 12 14 16 18 20
GW iteration step n

22 24 26 28 30 32 34 36

FIG. 5. (Color online) Convergence of the highest valence band
and lowest conduction band at � with the number of iteration steps
n in various flavors of the GW approximation. Results are given
for HSE06 and PBE+U starting electronic structures. The zeroth
iteration step corresponds to the DFT eigenvalues.

Energy (eV)

D
O

S 
(1

/(e
V

.f.
u.

))

(a)
5

4

3

2

1

1

0

-1
1

0

-1
1

0

-1

0-20 -15 -10 -5 0 5

Energy (eV)
0 4 6-6-8 -4 -2 2

10 15 20

(b)

HSE06+scGnW0
HSE06

HSE06+scGnW0
HSE06

PBE+U+scGnW0
PBE+U

PBE+U+scGnW0
PBE+U

scGnWn

scGnWn
D

O
S 

(1
/(e

V
.o

rb
ita

l))

Cu 3dxy

Cu 3dx2-y2

Cu 3dz2

O 2p (av.)

Cu 3dyz

Cu 3dzx

FIG. 6. (Color online) Full (a) and orbital-resolved (b) DOS of
CuO for various self-consistent GW schemes. The screened Coulomb
interaction W is either fixed (W0) to the subjacent DFT starting point
(HSE06 and PBE+U ) or iterated to self-consistency (Wn). In the
latter case, the resulting DOS is independent of the starting point.
The DOS are broadened with a Gaussian of 0.5 eV (FWHM) and the
VBM is set to zero.

differ significantly in this material for the chosen generalized
Kohn-Sham schemes.

C. Quasiparticle self-consistent GW

A self-consistent solution of the Hermitianized and lin-
earized QP equation (1) should be essentially independent of
the starting electronic structure. Indeed, we find that applying
the scGnWn scheme to both starting points the electronic
QP structures converge—even though slowly—to the same
solution. This is illustrated for the VBM, the CBM, and, hence,
the band gap in Fig. 5. The remaining deviations in the scGnWn

gaps for the two starting points in Table I are due to the finite
number of iteration steps. In Fig. 6, the resulting DOS as
well as the orbital-projected DOS are plotted only once, since
the curves for the two starting points are indistinguishable.
We do not find the starting-point dependence that Liao et al.
[65] observed for Fe2O3. However, we want to emphasize that
convergence is hard to achieve and that in self-consistency
cycles errors may accumulate.

Despite the line shape of the DOS being still very similar to
the DFT results, the resulting band gap of more than 4 eV over-
estimates the experimental value by a factor of 2.5 (see Tables I
and II). Even though a slight band-gap overestimation seems to
be inherent to this approach, the discrepancy between scGnWn

band gap and experimental band gap is striking for CuO.
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RÖDL, SOTTILE, AND REINING PHYSICAL REVIEW B 91, 045102 (2015)

D. Influence of the screening

The dramatic gap overestimation for CuO within the
scGnWn scheme asks for a more detailed understanding. Let
us assume for the moment that �(12) = i�G(12)W (12) is
a good approximation for the full self-energy which reads
�(12) = −i�

∫
d(34)G(13)W (14)�(324), with � being the

vertex function that describes, for instance, electron-hole
interactions in the screening or particle-particle interactions
in the self-energy [18]. This means that, in the GW

approximation, vertex corrections in the self-energy and thus
contributions that are of second or higher order in the screened
interaction (e.g., T -matrix diagrams) are neglected. However,
the vertex function occurs also in the dielectric function
ε(12) = δ(1 − 2) − i�

∫
d(345)v(1 − 3)G(35)G(43)�(542)

whose inverse governs the dynamically screened Coulomb
interaction.

In the original formulation of Hedin’s equations
[17,18], the dielectric screening that enters the GW self-
energy has to be evaluated in RPA, ε(12) = δ(1 − 2) +
i�

∫
d3v(1 − 3)G(32)G(23). Indeed, it has been shown that

a screened Coulomb interaction calculated in RPA with
independent-particle Green’s functions constructed from a
Kohn-Sham electronic structure yields results that are in good
agreement with experiment for many semiconductors (see,
e.g., Ref. [19]). This is due to an error cancellation between
the neglected QP corrections in the Green’s functions and the
omission of the electron-hole attraction, i.e., excitonic effects.

The scGnWn scheme, on the other hand, updates wave
functions and eigenvalues in W which corresponds to an
inclusion of QP shifts, whereas the electron-hole interaction
is still omitted. This leads to a systematic underestimation
of the dielectric screening and, consequently, to too high
band gaps [41]. The same effect can be observed already
in the self-consistent static COHSEX (Coulomb hole plus
screened exchange) approximation [17] to the GW self-energy.
Even neglecting completely the frequency dependence of the
screening throughout the self-consistency cycle, the strong
band-gap overestimation can be reproduced. Self-consistent
COHSEX yields a gap of 4.0 eV comparable to the scGnWn

gap (cf. Table I).
In Fig. 7, the evolution of the macroscopic electronic static

dielectric constant ε∞ of CuO with the number of iteration
steps in the GnWn and scGnWn schemes is shown. The
respective values of ε∞ for the iteration schemes where W

is not subject to changes (GnW0 and scGnW0) correspond
to the zeroth iteration. The dielectric constant of 10.3 in
PBE+U+G0W0 (iteration step n = 0) is by far higher than the
experimental values of 6.45 [61], 6.2 [60], and 6.6 [62]. The
GnWn iteration scheme reduces ε∞ to 7.6, whereas it decreases
even well below the experimental value in the scGnWn

approach. For the HSE06 starting point, on the other hand,
changes are minor, since already in the G0W0 step ε∞ = 4.7,
which is further reduced to 4.5 (GnWn) or 4.1 (scGnWn). These
values underestimate the experimental screening constant
which is in line with the observed band-gap overestimation.

Little is known about the wave-vector and frequency
dependence of the dielectric screening from experiment.
Recently, the low-energy d-d excitations have been measured
for high momentum transfers [66,67]. The only available data
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FIG. 7. (Color online) Convergence of the macroscopic elec-
tronic static dielectric constant ε∞ (averaged over directions) with
the number of iteration steps n in various flavors of the GW

approximation. Results are given for HSE06 and PBE+U starting
electronic structures. The zeroth iteration step corresponds to the
macroscopic dielectric constant ε∞ deduced from W0. The range of
available experimental values as the high-frequency limit of infrared
[60,62] and the low-frequency limit of optical [61] spectroscopy is
given as shaded area.

in a wide frequency range is the loss function − Im ε−1(q,ω)
for vanishing momentum transfer q = 0 (see Fig. 8). In
Fig. 8, loss functions calculated in the RPA with the HSE06,
PBE+U , and scGnWn electronic structures are compared to
momentum-integrated electron-energy loss spectra [68] and
inverted spectroscopic ellipsometry data [61]. In the literature,
loss functions are most often calculated from electronic
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FIG. 8. (Color online) Frequency-dependent loss function of
CuO for vanishing momentum transfer q = 0 averaged over Cartesian
directions. The loss function − Im ε−1(q = 0,ω) is calculated in RPA
using the DFT electronic structures of the two GW starting points
(HSE06 and PBE+U ) and the self-consistent scGnWn QP electronic
structure. The direction-averaged loss function is compared to
experimental data from spectroscopic ellipsometry [61] and electron-
energy loss [68]. For completeness, the loss function calculated in
RPA using the metallic PBE electronic structure is also given.
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structures that have been obtained with a (semi)local density
functional. For this reason, we provide also the loss function
computed from PBE wave functions and eigenvalues for
comparison, keeping in mind that PBE predicts CuO to be
a metal.

The experimental loss data shown in Fig. 8 exhibit a broad
plasmon peak around 23 eV and some fine structure at lower
energies. The PBE, HSE06, PBE+U , and scGnWn calcula-
tions all recover the general line shape of the experimental
loss spectrum; only the absolute peak positions are subject to a
rigid energy shift that depends on the band gap of the respective
electronic structure. The discrepancies between measured and
calculated spectra at energies above the main plasmon are
attributed to the q integration in the experimental loss spectrum
which is due to its limited momentum resolution (cf., e.g.,
Ref. [69]). Both the main plasmon peak and the fine structure in
the loss spectrum at low energies, in particular the pronounced
peaks near 5 and 10 eV, are best described within the PBE+U

approach.

E. Self-consistent GW with fixed screening

1. Fixed RPA electronic screening

The GW formalism links the dielectric screening, that is
experimentally accessible through loss experiments, to quan-
tities like the photoemission band gap or the QP DOS. Here, we
investigate how changes in the screening affect the QP energies
and the band gap. In the previous section, it has been shown
that the PBE+U RPA screening compares excellently to
experiment for small q, i.e., in the long range which is usually
dominant in the GW approach. In this spirit, we start from
the PBE+U electronic structure and solve the QP equation
(1) self-consistently without changing the matrix elements of
W throughout the iteration (PBE+U+scGnW

PBE+U
0 ). For the

purpose of comparison, the same procedure is carried out for
the HSE06 starting point.

The resulting band gaps can be found in Table I and Fig. 5.
Of course, the result cannot be starting-point independent
anymore. Using the HSE06 screening, we obtain an indirect
band gap of 3.7 eV only marginally smaller than in the
scGnWn approach. This is not unexpected considering the
blueshift of all loss peaks in the HSE06 dielectric function
(see Fig. 8). If, however, the PBE+U screening—which agrees
much better with experiment for the available q = 0 spectrum
(cf. Fig. 8)—is used, we find a band gap of 2.2 eV which
is already much closer to experiment, though still a little too
high.

2. Estimate of polaronic screening contributions

The remaining difference between experimental and theo-
retical band gap might well be due to details of the screening,
but it also raises the question whether other physical effects
such as polarons contribute to the discrepancy. Taking into
account polaronic excitations affects the band gap in two
ways. (i) At nonzero temperatures, phonon states above the
ground state will be occupied resulting in smaller band
gaps. Thus the calculated band gaps have to be compared to
experimental gaps at 0 K. (ii) Polarons may be excited during
the photoemission experiment (even at zero temperature) and

contribute to the screening of the Coulomb interaction which
leads to a band-gap shrinkage.

In Table II, we compare the available experimental gap
values for different temperatures. High-resolution optical data
have been measured between 10 and 300 K and extrapolated
to 0 K removing also the zero-point motion [12]. The resulting
direct gap is found to be 1.67 eV at 0 K. An absorption study
[63] conducted at 7 K reported the direct gap to be 1.60
eV (including zero-point motion) which is consistent with
the other experiment. The indirect band gap, however, has
been measured only at room temperature and was found to
be 1.35 ± 0.02 eV [3] or 1.4 ± 0.3 eV [4]. Assuming that the
gap-forming bands are essentially flat due to their d character,
this is consistent with the room-temperature direct gap of
1.34 eV reported in Ref. [12].

Botti et al. [70] have shown recently that polaronic
screening may reduce GW band gaps by about 15% in strongly
polarizable materials like MgO. However, it is unlikely that
polaronic screening can explain our results. The biggest gap
renormalization due to polaronic screening is expected for
materials with a small electronic static screening constant
ε∞ and a big static screening constant ε0 [since the polaron
coupling constant is proportional to (1/ε∞ − 1/ε0)] as well as
large longitudinal optical phonon frequencies ωLO [71,72].
For instance, in MgO, the dielectric constants amount to
ε∞ = 2.94 and ε0 = 9.83, while ωLO is 89 meV [73].

In CuO, the electronic static dielectric constant amounts to
ε∞ = 6.6 (averaged over directions, Ref. [62]), whereas the
static dielectric screening constant including lattice polariz-
ability is ε0 = 11.1 (averaged over directions, derived from
the fit parameters given in Ref. [62]). The longitudinal optical
phonon frequencies lie in the energy range between 19 and
78 meV [62]. From these values, one can expect polaronic
screening contributions in CuO to be lower than in MgO.
Taking into account these considerations, the overestimation
of the experimental band gap of 2.2 eV by about 30 % in the
PBE+U+scGnW

PBE+U
0 approach seems to be too large to be

explained solely by polaronic effects.

3. Towards more realistic screening

We noticed in the previous section that the macroscopic
dielectric constant ε∞ calculated in RPA with the PBE+U

functional is significantly higher than the experimental value,
despite the fact that the peak positions and relative intensi-
ties of the PBE+U loss function match well the available
experimental data. In principle, an overestimated dielectric
constant should go along with an underestimation of the band
gap—the opposite of what we find. This observation may be
interpreted as a hint that details of the dielectric function must
be crucial for the screening mechanisms in CuO. For instance,
short-range contributions to the screening might be particularly
important for the localized d electrons.

It is, hence, not clear whether the failure of the GW

formalism to predict the band gap of CuO is due to a deficient
description of the screening function or whether higher-order
terms, i.e., vertex corrections, have to be included in the
self-energy. However, before resorting to more complicated
theories demanding even more involved calculations, it would
be desirable to obtain state-of-the-art experimental data for the
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TABLE III. Local magnetic moments μ at the Cu and O atoms
calculated for flavors of the GW approximation where the QP wave
functions change with respect to the HSE06 and PBE+U (U = 4 eV)
starting electronic structures. Furthermore, the magnetic moments in
the self-consistent COHSEX approximation are given.

μ (μB) DFT scGnW0 scGnWn

HSE06 Cu 0.66 0.69 0.70
O 0.13 0.12 0.12

PBE+U Cu 0.55 0.64 0.70
O 0.14 0.13 0.12

COHSEX Cu 0.67
O 0.12

wave-vector- and frequency-dependent dielectric function in
a wide spectral range in order to have a better comparison
between theory and experiment. This will allow one to
understand the mechanisms that reign the screening in CuO.

4. Local magnetic moments

In Table III, the local magnetic moments at the Cu and
O atoms are listed for the DFT starting electronic structures
and those flavors of the GW approximation which allow
for a change in the wave functions and, concomitantly, the
local magnetic moments. While the magnetic moments of
the O atoms are almost independent of the approach, the
local moments at the Cu atoms increase with increasing band
gap. We attribute this to a stronger separation between the
spin-up and spin-down channels of the Cu 3dx2−y2 orbital
with increasing band gap [see also Fig. 6(b)]. However,
all of the GW results are within the error bars of the
experimentally determined magnetic moments which amount
to 0.65 ± 0.03μB [9] and 0.69 ± 0.05μB [10].

V. COMPARISON TO PHOTOEMISSION SPECTRA

The band gap is just one characteristic of the electronic
excitation spectrum of an insulator which contains too little
information to draw conclusions about the electronic structure
as a whole. Thus, we now focus on the comparison between
the calculated QP DOS and available photoemission spectra.
In Fig. 9(a), the QP electronic structures obtained within the
HSE06+scGnW

HSE06
0 , PBE+U+scGnW

PBE+U
0 , and scGnWn

schemes are compared to x-ray photoemission spectroscopy
[4,16] (XPS) and bremsstrahlung-isochromat spectroscopy [4]
(BIS) data. To this end, we go beyond the assumption of a
noninteracting shape for the QP Green’s function and introduce
instead the renormalized QP Green’s function

G(ω) =
∑

i

Zi

|ψi〉〈ψi |
�ω − εi − i�/τi sgn(μ − εi)

(5)

that is weighted by the QP renormalization factor Zi and
contains the intrinsic widths of the QP peaks, which are the
inverses of the QP lifetimes

τi = �
Zi |〈ψi | Im �GW (εi)|ψi〉| . (6)

The chemical potential is denoted by μ. In this approximation,
the peak widths are given by the product of the QP renormal-
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FIG. 9. (Color online) QP DOS of CuO compared to data from
UPS, XPS, and BIS experiments. (a) QP DOS including intrinsic QP
lifetimes are plotted together with XPS [4,16] (taken at an incident
photon energy of 1486.6 eV) and BIS [4] data. A Gaussian broadening
of 1.0 eV (FWHM) is applied to the calculated spectra to mimic
temperature and instrumental broadening effects. In (b), the QP DOS
are additionally weighted with the photoionization cross sections [74]
of each orbital to facilitate comparison with photoemission spectra
for various incident photon energies. Experimental data from Ghijsen
et al. [4] and Shen et al. [16] are shown as black and gray dots.

ization factor Zi and the imaginary part of the self-energy at the
QP excitation. Consequently, the sum over δ functions in the
QP DOS is replaced by a sum over non-normalized Lorentzians
with widths corresponding to the intrinsic QP lifetime of each
excitation,

DOS(�ω) =
∑

i

Zi

π

�/τi

(�ω − εi)2 + (�/τi)2
. (7)
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TABLE IV. QP renormalization factors Z for the highest valence
(�VBM) and lowest conduction band (�CBM) at � calculated in various
flavors of the GW approximation starting from HSE06 and PBE+U

(U = 4 eV) electronic structures.

Z G0W0 GnW0 GnWn scGnW0 scGnWn

HSE06 �VBM 0.74 0.73 0.74 0.73 0.76
�CBM 0.71 0.70 0.72 0.70 0.73

PBE+U �VBM 0.65 0.64 0.69 0.64 0.75
�CBM 0.62 0.62 0.67 0.60 0.73

Further, the DOS are convoluted with a Gaussian of 1.0 eV
(FWHM) to take into account instrumental and temperature
broadening effects.

In Table IV, the QP renormalization factors are given for
the highest valence and lowest conduction band at the � point.
The Z factors essentially follow the trend of the band gaps
in the electronic structure used to calculate the screened
Coulomb interaction. A high band gap in W shifts the onset of
the imaginary part of the self-energy away from the QP poles,
thus resulting in a more pronounced QP peak. Consequently,
the QP renormalization factors are closest to one for the
scGnWn scheme and depend strongly on the W employed,
whereas they are basically insusceptible to self-consistency in
G. A comparison between Figs. 6(a) and 9(a) shows that in
particular the valence Cu 3d peak which is more pronounced in
the PBE+U+scGnW

PBE+U
0 approach is reduced to the same

intensity as the equivalent peak in the HSE06+scGnW
HSE06
0 or

scGnWn approaches due to the smaller Z factors in the former
GW scheme.

Comparing theory and experiment in Fig. 9(a), we find very
good agreement for the peak positions, widths, and relative
intensities in the range of QP valence excitations between −8
and 0 eV. Differences between the theoretical approaches in
the valence-band region are too small to rule out one or more of
the theoretical schemes. However, the PBE+U+scGnW

PBE+U
0

approach seems to perform slightly better concerning the
general line shape. The satellite structures that occur in the
vicinity of −10 eV can, by definition, not be captured in our
QP framework. The O 2s states around −19 eV are strongly
broadened by lifetime effects.

The conduction-band region is dominated by a distinct peak
at low energies that stems from the empty Cu 3dx2−y2 band
in the minority spin channel. All three theoretical approaches
agree very well with the experimental BIS data regarding
peak widths and relative intensities. Only the band gap
differs significantly (see discussion in Sec. IV). The
PBE+U+scGnW

PBE+U
0 iteration scheme actually

yields also peak positions that match the experimental
inverse-photoemission peaks. Notably, the edge of the
first conduction-band peak agrees well with the first BIS
peak, even though the gap of 1.4 ± 0.3 eV deduced from
experiment in Ref. [4] deviates from our gap value of 2.2 eV.
It cannot be excluded that, apart from temperature effects,
also different procedures to determine the gap are, to some
extent, responsible for the discrepancy.

Photoemission spectra for CuO have been measured at
various incident photon energies [see Fig. 9(b)]. This allows

us to extract information about the orbital character of the
valence states, since the photoionization cross sections of
different orbitals vary with the incident photon energy. At
high photon energies, primarily d states are probed, whereas
at lower photon energies, in the UV, p and d states are excited
with roughly the same probabilities. In Fig. 9(b), the calculated
QP DOS weighted by photoionization cross sections [74] are
compared to photoemission data taken at different energies.
With increasing photon energy, the shoulders found around
−5 eV and near the VBM in the experimental data decrease
in intensity relative to the main photoemission peak. This
behavior is due to the O 2p orbital contribution to these
peaks [mixed with Cu 3dx2−y2 states; see Fig. 6(b)] which
is suppressed at higher incident energies. Despite the intense
background in the experimental data for 1486.6 eV incident
photon energy, also the strongly damped O 2s peak is visible.
As in the case of the loss function, details of the photoemission
spectra are thus very well described besides a constant
shift of the conduction states that stems from the band-gap
problem.

VI. SUMMARY AND CONCLUSIONS

We performed state-of-the-art many-body calculations in
the GW approximation to compute the electronic QP ex-
citation spectrum of the strongly correlated oxide CuO. In
a first step, DFT was used to calculate starting electronic
structures using the HSE06 and PBE+U exchange-correlation
functionals. These functionals already account for large parts
of the static screened exchange on the open Cu 3d shell and
yield—apart from the band gap—almost identical DOS.

Subsequently, the performance of various recently proposed
GW self-consistency schemes has been investigated. Aside
from the general line shape of the QP DOS, the comparison
focuses on the band gap as a characteristic quantity of each
insulator. We find the band gap of CuO to be extremely
sensitive to the details of the GW iteration scheme. Non-
self-consistent and eigenvalue-self-consistent GW schemes
are strongly starting-point dependent, since they do not update
the one-particle wave functions. QP self-consistent GW ,
on the other hand, which updates also the wave functions,
overestimates the band gap of CuO dramatically, since it
removes the error cancellation between neglected QP effects
and neglected excitonic effects in the dielectric screening by
including only QP corrections in the self-consistency cycle.

That is why we resort to a QP self-consistent GW scheme
where the screened Coulomb interaction compares well to the
inverse dielectric function found in loss experiments and is kept
fixed during the iteration. We find that the fundamental gap
is still, albeit much less, overestimated within this approach.
Our results indicate that the clue to the understanding of the
electronic structure of CuO, and in particular the band gap,
lies in the details of the screening. Therefore, momentum-
and frequency-resolved experimental data for the dielectric
function of CuO are urgently needed.

Apart from the gap, excellent agreement of the calculated
QP spectra with the QP excitations in direct and inverse pho-
toemission experiments is found, in particular when intrinsic
QP lifetimes and matrix-element effects are taken into account.
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[8] S. Åsbrink and L.-J. Norrby, Acta Crystallogr. B 26, 8 (1970).
[9] J. B. Forsyth, P. J. Brown, and B. M. Wanklyn, J. Phys. C 21,

2917 (1988).
[10] B. X. Yang, T. R. Thurston, J. M. Tranquada, and G. Shirane,

Phys. Rev. B 39, 4343 (1989).
[11] W. Y. Ching, Y.-N. Xu, and K. W. Wong, Phys. Rev. B 40, 7684

(1989).
[12] F. Marabelli, G. B. Parravicini, and F. Salghetti-Drioli, Phys.

Rev. B 52, 1433 (1995).
[13] A. Svane and O. Gunnarsson, Phys. Rev. Lett. 65, 1148 (1990).
[14] Z. Szotek, W. M. Temmerman, and H. Winter, Phys. Rev. B 47,

4029 (1993).
[15] A. Filippetti and V. Fiorentini, Phys. Rev. Lett. 95, 086405

(2005).
[16] Z.-X. Shen, R. S. List, D. S. Dessau, F. Parmigiani, A. J. Arko,

R. Bartlett, B. O. Wells, I. Lindau, and W. E. Spicer, Phys. Rev.
B 42, 8081 (1990).

[17] L. Hedin, Phys. Rev. 139, A796 (1965).
[18] L. Hedin and S. Lundqvist, in Solid State Physics. Advances in

Research and Applications, edited by F. Seitz, D. Turnbull, and
H. Ehrenreich (Academic Press, New York, 1969), Vol. 23, p. 1.

[19] W. G. Aulbur, L. Jönsson, and J. W. Wilkins, Solid State Physics.
Advances in Research and Applications, edited by H. Ehrenreich
and F. Spaepen (Academic Press, San Diego, 1999), Vol. 54,
p. 1.

[20] S. V. Faleev, M. van Schilfgaarde, and T. Kotani, Phys. Rev.
Lett. 93, 126406 (2004).

[21] F. Bruneval, N. Vast, and L. Reining, Phys. Rev. B 74, 045102
(2006).

[22] M. Gatti, F. Bruneval, V. Olevano, and L. Reining, Phys. Rev.
Lett. 99, 266402 (2007).
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Chapter 6

Qualitatively new Phenomena

FINALLY, it is very rewarding when one’s theoretical developments (together with numerical
implementation, algorithm optimization, etc.) leads to the description of new physics, or
shed a new light on a long-standing debate. The latter case is illustrated by the study
of plasmonic satellites, a joint experimental-theoretical work in which we could finally

disprove the existence of a plasmaron in Silicon putting a final word on a long debate. The first
case (description of new effects and prediction of experimental results) is instead illustrated by the
inclusion of a new dimension, the momentum transfer, in the description of excitonic properities
of materials, predicting the excitonic features of solid Argon.

6.1 Plasmon Satellites
We have seen in Sec.1.1, that photoemission spectroscopy can be described by Green’s function
methods. It worths underlining that today most calculations aim at describing only the band-gap
of semiconductors and insulators. Only very few attempts go beyond this observable, and try to
look at the spectral function. This was however the aim of Matteo Guzzo in his PhD thesis, under
my supervision. As we have already mentioned, a PES spectrum is not as simple as it seems (the
photo-electron scatter with the other electrons; the final state of the electron is not always the
same; the hole left in the systems create other excitations (that tend to screen the hole left behind);
the photo-electron and the hole interact; all these things mix together, giving rise of the so-called
extrinsic and interferences effects). The aim of the thesis was indeed to go beyond band-structure
calculations and check how all these (beyond quasi-particle) effects act on the spectral function.
The work was conducted in strict collaboration with some experimentalists of the Synchortron
SOLEIL (beamline TEMPO). The results can be resumed in a very effective description of the
PES, giving rise both of the quasi-particle peaks (the ‘simple’ part) and the satellites (all the extra
screening effects aforementioned). The correct description of the plasmon satellite comes from two
effects: 1) on a qualitative level, the possibility of describing the satellite (and multiple satellites as
well) comes from the introduction of a cumulant-like formula, that permits to remove part of the
weight from the quasiparticle peak and move it to satellite part; 2) on a quantitative level, the
agreeement with the experiment is possible only once the so-called extrinsic and intereferences
effects are taken into account: this was possible thanks to a collaboration with John Rehr and
his group. This work is also one of the most clear example of “a PES spectrum is more than the
spectral function”.1 Matteo’s thesis has been awarded of the best thesis at the Ecole Polytechnique
and its outcomes published in three articles [12, 111, 112].
PLEASE REFER TO THE ATTACHED ARTICLE

1This is also a notable exception to the well-known Duck Test, coined by James Whitcomb Riley, that could be
paraphrased like If I see a spectrum that looks like a spectral function and has the dimension of a spectral function, than I
call it a spectral function.
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The experimental valence band photoemission spectrum of semiconductors exhibits multiple satellites

that cannot be described by the GW approximation for the self-energy in the framework of many-body

perturbation theory. Taking silicon as a prototypical example, we compare experimental high energy

photoemission spectra withGW calculations and analyze the origin of theGW failure. We then propose an

approximation to the functional differential equation that determines the exact one-body Green’s function,

whose solution has an exponential form. This yields a calculated spectrum, including cross sections,

secondary electrons, and an estimate for extrinsic and interference effects, in excellent agreement with

experiment. Our result can be recast as a dynamical vertex correction beyond GW, giving hints for further

developments.

DOI: 10.1103/PhysRevLett.107.166401 PACS numbers: 71.45.Gm, 71.10.�w, 71.15.Qe

Photoemission is a prominent tool to access information
about electronic structure and excitations in materials.
Modern synchrotron sources can provide detailed insight,
thanks to their high intensity and broad photon energy
range. But the interpretation of the experimental data is
far from obvious, and theory is an essential complementary
tool. However, ab initio calculations typically focus on
bulk band structure [1,2]; thus surface effects are ignored,
and satellites are not included. The latter are a pure many-
body effect due to coupling to excitations of the material.
Such many-body effects are contained in approaches de-
veloped for correlated materials [3,4]; however, these are
usually based on models with short-range interactions,
whereas satellites such as plasmons involve long-range
effects. Plasmon satellites have been extensively studied
in core-level experiments [5]. There they can be described
by a theoretical model where a single dispersionless fer-
mion couples to bosons. The resulting exact Green’s func-
tion has an exponential form given by the so-called
cumulant expansion (CE). A Taylor expansion of the ex-
ponential leads to a well-defined quasiparticle (QP) peak
followed by a decaying series of plasmon satellites at
energy differences given by the plasmon energy, consistent
with experimental observations [6–10]. In the valence
region, plasmon satellites are much less studied, though
ab initio approaches can provide a good starting point. At
high photoelectron energies the photoemission spectrum is
approximately proportional to the intrinsic spectral func-
tion Að!Þ ¼ �ð1=�ÞImGð!Þ, where G is the one-particle
Green’s function. The latter is typically calculated using

the widely used GW approximation (GWA) [7,11,12]. In
principle, the GWA contains correlation effects beyond the
quasiparticle approximation. However, these additional
features are rarely calculated due to computational com-
plexity and, more importantly, the serious discrepancies
between GWA and experiment (see, e.g., [13–16]). The CE
has also been used for homogeneous electron gas [17] and
simple metals [14,15], yielding an improved description of
satellites overGW. Silicon [16] and graphite [18] were also
studied, but no plasmon satellite series were observed.
However, these results are not conclusive due to difficulties
of interpreting the experimental data. This leaves a series
of important questions: (i) Do materials generally exhibit
intrinsic satellites in the valence band region following a
cumulant like distribution, or are the extrinsic plasmon
peaks, due to losses incurred by the escaping photoelec-
tron, dominant? (ii) If such series are seen, how bad are
ab initio GW calculations? what is the reason for their
failure? and (iii) how can they be improved? Answering
these questions would be a crucial step towards a better
understanding of correlation effects in electronic excita-
tions and a predictive ab initio approach to photoemission.
In this Letter we focus on plasmon satellites using

silicon as a prototypical example. We have obtained va-
lence band photoemission data at high photon energy
(XPS) that constitute a reliable and well resolved bench-
mark. Analysis of the data allows us to elucidate the failure
of GW in describing the satellites. Then, starting from the
fundamental equations of many-body perturbation theory
(MBPT), we show how the failure can be overcome by
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using a decoupling approximation that leads to an expo-
nential representation of the one-particle Green’s function.
Together with an estimate for extrinsic and interference
effects, we obtain results for the quasiparticle peaks and
satellites in excellent agreement with experiment. Our
theoretical results can be expressed in terms of a dynamical
vertex correction, a powerful basis for further modeling.

Angular resolved valence photoemission (ARPES) mea-
surements were performed at the UHV photoemission
experimental station of the TEMPO beam line [19] at the
SOLEIL synchrotron radiation source. Linearly polarized
photons from the Apple II type Insertion Device (HU44)
were selected in energy using a high resolution plane grat-
ing monochromator with a resolving powerE=�E ¼ 5000.
The end-station chamber (base pressure 10�10 mbar) is
equipped with a modified SCIENTA-200 electron analyzer
with a delay-line 2D detector which optimizes the
detection linearity and signal/background ratio [20]. The
overall energy resolution was better than 200 meV.
The photon beam impinges on the sample at an angle of
43�, and photoelectrons were detected around the sample
surface normal with an angular acceptance of �6�. An
n-type (ND ’ 2� 10�18P atoms=cm3) Si(001) wafer was
cleaned from the native oxide by flash annealing at 1100 �C
after prolonged degassing at 600 �C in ultrahigh vacuum.
The silicon surface was annealed at 300 �C to prevent
surface etching, and hydrogenated in a partial pressure of
activated hydrogen about 2� 10�8 mbar for 20 min. The
ARPES was measured along the � direction. At 800 eV
kinetic energy the Si Brillouin zone is observed with an
emission angle slightly smaller than 5�. The measured
photoemission map was integrated over the spectral inten-
sity originated by two Brillouin zones. The Fermi level was
obtained by measuring a clean Au(111) surface. The ex-
perimental data (crosses) are summarized in Fig. 1. One can
distinguish the quasiparticle peaks between the Fermi level
at zero and the bottom valence at�12 eV, followed by two
prominent satellite structures, each at a mutual distance of
about 17 eV, as well as a more weakly visible third satellite
between �52 and �60 eV. These structures are obviously
related to the 17 eV silicon bulk plasmon [21,22].

The exact one-electron Green’s function G is described
by an equation of motion with the form of a functional
differential equation [23],

G ¼ G0 þ G0VHG þG0’G þ iG0vc

�G
�’

: (1)

Here G0 is the noninteracting Green’s function, ’ is a
fictitious external perturbation that is set to zero at the
end of the derivation, vc is the bare Coulomb interaction,
and all quantities are understood to be matrices in space,
spin, and time. The Hartree potential VH gives rise to
screening to all orders. Linearizing VH with respect to ’
yields [24]

Gðt1t2Þ ¼ G0
Hðt1t2Þ þ G0

Hðt1t3Þ �’ðt3ÞGðt3t2Þ

þ iG0
Hðt1t3ÞW ðt3t4Þ�Gðt3t2Þ

� �’ðt4Þ ; (2)

where �’ is equal to ’ screened by the inverse dielectric
function,W is the screened Coulomb interaction, and G0

H

is the Green’s function containing the Hartree potential at
vanishing �’; only time arguments are displayed explicitly
and repeated indices are integrated. This linearization pre-
serves the main effects ofW and hence of plasmons. With

the additional approximation �Gðt3t2Þ
� �’ðt4Þ ’ Gðt3t4ÞGðt4t2Þ one

obtains the Dyson equation G ¼ G0
H þ G0

H�G in the
GWA for the self-energy �. However this approximation
can be problematic. For the following analysis we use
the standard G0W0 approach, where G0 is taken from a
local-density approximation calculation and W 0 is the
screened interaction in the random phase approximation.
Figure 2 shows the G0W0 spectral function Að!Þ ¼
1
� jIm�ð!Þj=f½!� "H � Re�ð!Þ�2 þ ½Im�ð!Þ�2g of Si

[25] at the � point, for the top valence (solid line) and
bottom valence (dashed), respectively. The top valence
shows a sharp quasiparticle peak followed by a broad,
weak satellite structure at about �21 eV. This peak stems
from the prominent peak in Im� (full circles) at about
�18 eV, itself due to the plasmon peak in ImW . It is a
typical plasmon satellite, though (cf. [7]), the QP-satellite
spacing is slightly overestimated because the term !�
"H � Re� (full squares) in the denominator of the expres-
sion for Að!Þ is not constant. However the GWA has a
more severe problem: for the bottom valence, the satellite
structure at about �36 eV is much too far from the QP
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FIG. 1 (color online). Experimental XPS spectrum of Si at
800 eV photon energy (blue crosses), compared to the theoretical
intrinsic Að!Þ calculated from G0W0 (red dashed line), and from
Eq. (4) (green dot-dashed line). On top of the latter the black
solid line also includes extrinsic and interference effects. All
spectra contain photoabsorption cross sections, a calculated
secondary electron background and 0.4 eV Gaussian broadening
to account for finite k-point sampling and experimental resolu-
tion. The Fermi energy is set to 0 eV.
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peak at about �12 eV, and much too sharp. This satellite
does not correspond to a plasmon peak in Im� (empty
circles), but to a zero in!� "H � Re� (empty squares) in
the denominator of Að!Þ, as for a QP peak. It has been
interpreted in the HEG as a plasmaron, a coupled hole-
plasmon mode [26], but as noted below it is an artifact of
the GWA [27,28]. Figure 1 compares the total GW spectral
function (dashed red line) summed over all valence bands
and k points, with our XPS data. The effects of cross
sections are included by projecting on angular momenta
in atomic spheres using the atomic data of Ref. [29]. The
secondary electrons’ background at energy ! was deter-
mined by integrating the calculated intrinsic spectral in-
tensity between ! and the Fermi level, similar to [22]. A
constant scaling factor was set such that the measured
photoemission intensity at the highest binding energy
(60 eV), where primary electrons intensity is absent, is
reproduced. As expected, the dominant QP spectrum is
well described by GW, but the satellite is dominated by
the plasmaron around �36 eV, in complete disagreement
with experiment. The experimental plasmon satellite at
about �25 eV appears only as a weak shoulder in the
GWA. Thus the plasmaron peak is responsible for the
GWA failure [27,28] in silicon.

Vertex corrections are required to go beyond the GW
self-energy. However, adiabatic vertex corrections (see,
e.g., [30]) only lead to renormalization of energies and
do not create new structures. Thus alternatively, we con-
centrate here on dynamical effects, and we choose to
approximate directly Eq. (2), without passing through a
self-energy.
We decouple Eq. (2) approximately by supposing that G
and GH are diagonal in the same single particle basis.

Equation (2) is then applicable separately for every single
matrix element of G and each state couples independently
to the neutral excitations of the system through W [31].
The latter can now be understood as the screened intra-
orbital Coulomb matrix element for the chosen state. Such
a decoupling approximation can be optimized [27,28] by
adding and subtracting a self-energy correction, hence by
using a QP Green’s function G� obtained from a good QP
self-energy instead of GH. Since the GWA is currently
the state-of-the art for QP properties, we suppose that for
every decoupled state k, Gk

�ð�Þ ¼ i�ð��Þe�i"k� is deter-

mined from �GWð"kÞ, where "k ¼ "0k þ �GWð"kÞ is the

(complex) GW quasiparticle energy and � ¼ t1 � t2.
Now Eq. (2) can be solved exactly for each state. Briefly
the main steps are: (i) solve the noninteracting (W ¼ 0)
version of (2), which leads to an explicit solution G’

�;

(ii) iterate the result G ¼ G’
� � G’

��G þ iG’
�W

�G
� �’ start-

ing from Gð0Þ ¼ G’
�. Here � compensates for the self-

energy insertion used for the optimized decoupling;

(iii) use the exact relation
�G’

�
ðt3t2Þ

� �’ðt4Þ ¼ G’
�ðt3t4ÞG’

�ðt4t2Þ ¼
iG’

�ðt3t2Þ�ðt2 � t4Þ�ðt4 � t1Þ to derive

Gðt1t2Þ ¼ G�ð�Þei��ei
R

t2
t1
dt0½ �’ðt0Þ�

R
t2

t0 dt
00W ðt0t00Þ�

: (3)

The equilibrium solution is obtained setting �’ ¼ 0.
In silicon, where the peaks in the loss function are well

defined, it is justified to use a single plasmon pole model
W ð�Þ ¼ �i�kfe�i ~!k��ð�Þ þ ei ~!k��ð��Þg with plasmon
energy ~!k and intrinsic strengths �k for each matrix ele-
ment of W . Besides �’, the total exponent becomes then
ak½ei ~!k� � 1� with ak ¼ �k= ~!

2
k obtained from the corre-

sponding GW results. We find that ak varies around 0.3.
Taylor expansion of the exponential leads then to the
spectral function

Akð!Þ ¼ e�ak

�

X1

n¼0

ank
n!

�k

ð!� �k þ n ~!kÞ2 þ �2
k

; (4)

where �k ¼ Re½"k� and �k ¼ Im½"k�. Equation (4) is simi-
lar to the plasmon pole version of the CE (cf. Ref. [13]).
However here the exponential solution arises from a
straightforward approximation to the fundamental differ-
ential equation (1): the linearization of the Hartree poten-
tial reveals the boson of the model (i.e., the plasmon via
peaks in W ), and the diagonal approximation of G gives
rise to each isolated fermion. Our results are summarized
in Fig. 1. The dot-dashed line gives the result of this
procedure together with the cross sections and the second-
ary electron background. The shapes of the QP peaks
change little with respect to GW, but now the full series
of satellites is present. The internal structure of the satel-
lites which originate from the multiple valence bands, is
also reproduced. This validates the decoupling approxima-
tion in the dense valence band region where, contrary to the
case of an isolated core level, its success is a priori far from

-40 -35 -30 -25 -20 -15 -10 -5  0
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18 eV

FIG. 2 (color online). G0W0 spectral function of bulk silicon
for the top and bottom valence bands at the � point (black solid
and blue dashed lines, respectively). The corresponding imagi-
nary parts of the self-energy (red empty circles and dashed line,
and green full circles and solid-line) and !� "H � Re� (red
empty squares and dashed line, and green full squares and solid
line) are also shown. The Fermi energy is set to 0 eV.
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obvious. However, the intensity of the observed satellites is
significantly underestimated. This discrepancy is similar to
that found for the CE in simple metals, where extrinsic
losses were suggested as a likely cause [14]. These might
also be reduced by interference effects [32]. To check this
possibility we estimated the contributions from both ef-
fects to the satellite strengths ak using Eq. (32) and (36) of
Ref. [33]. This approach uses a plasmon pole model,
Inglesfield fluctuation potentials, and an average over
hole position that takes account of the photoelectron
mean free path � [33]. We observe that the averaged total
satellite line shape in this model is similar to that for the
intrinsic part, with a width � � 2 eV due to plasmon
dispersion. Thus we can approximate the extrinsic and
interference effects by renormalizing the intrinsic satellite
intensity, i.e., by the replacement �ak ¼ ak þ aext þ ainf in
Eq. (4). These quantities are evaluated with !p ¼ 16:7 eV

and � ¼ 17:5 �A at 800 eV for Si, yielding aext ¼ 0:63 and
ainf ¼ �0:11. This also modifies the strength Zk ¼ e� �ak

of the QP peaks, but preserves overall normalization.
The broadening of the satellites must also be increased,
� ! �þ n�. The total spectrum thus obtained (black line)
is in unprecedented agreement with experiment. We stress
that this result contains no fit parameters besides the two
scaling factors (for spectrum and background) due to the
arbitrary units of the experiment.

The success of our present approach stresses the need to
go beyond the GWA. The exponential representation of G
implicitly corresponds to a vertex correction ~� ¼ � �G�1

� �’ to

the self-energy. Since our derivation yields G as a function
of the screened potential �’ (3), this functional derivative

can be performed explicitly, using � �G�1

� �’ ¼ G�1 �G
� �’G

�1.

From Eq. (3), a straightforward derivative of G contains a
series of satellite contributions. The two inverse Green’s
functions lead to a significant complication, because they
contain the inverse of this series. This clearly illustrates the

difficulty of modeling ~� in order to treat dynamical effects.

It suggests rather to concentrate on modeling �G
� �’ , where the

various contributions are simply summed, and hence to

search for a self-energy of the form � ¼ �iW �G
� �’G

�1

instead of � ¼ iGW ~�. In conclusion, on the basis of
our experimental XPS data we have analyzed the failure
of GW to reproduce plasmon satellites and linked this
failure to the appearance of an artificial plasmaron peak.
On the other hand, GW results are fair when the imaginary
part of �, hence the intensity of the corresponding plas-
mon, is small enough so that no sharp plasmaron is created.
Thus surprisingly, one might expect GW to work better in
describing satellites stemming from local plasmon or in-
terband excitations close to the Fermi level in ‘‘strongly
correlated’’ materials than for the strong plasmon struc-
tures in conventional semiconductors. Starting from the
fundamental equations of MBPT we have derived an ex-
ponential solution to the one-particle Green’s function,

analogous to that from the CE, that overcomes the draw-
backs of the GWA. Comparison to new photoemission data
shows that this yields a very good description of the
spectral function of bulk silicon, including the satellites
series. By calculating the secondary electron background,
cross section corrections as well as a correction for extrin-
sic and interference effects, we achieve an agreement
between theory and experiment that can be considered as
a benchmark. Our derivation also suggests how the results
can be improved in cases where the presently used approx-
imations are inadequate. Finally, by accessing an expres-
sion for the vertex function, our approach yields precious
hints for directions to take in modeling dynamical effects
beyond the GWA.
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Abstract. We present experimental data and theoretical results for valence-band satellites in semicon-
ductors, using the prototypical example of bulk silicon. In a previous publication we introduced a new
approach that allows us to describe satellites in valence photoemission spectroscopy, in good agreement
with experiment. Here we give more details; we show how the the spectra change with photon energy,
and how the theory explains this behaviour. We also describe how we include several effects which are
important to obtain a correct comparison between theory and experiment, such as secondary electrons and
photon cross sections. In particular the inclusion of extrinsic losses and their dependence on the photon
energy are key to the description of the energy dependence of spectra.

1 Introduction

Photoemission spectroscopy (PES) is an established tool
for the analysis of the electronic structure of solids and
molecules. Its increasing capability in energy-resolution
and flexibility has made more urgent the need for ad-
vanced theoretical approaches able to cope with the huge
range of systems being measured and with the high pre-
cision needed to match the experiment [1]. One power-
ful and commonly used framework is based on the one-
particle Green’s function G(x,x′, t, t′) [2], which describes
the propagation of one particle in the system. A popular
approximation for the propagator is the GW approxima-
tion [3], which has proven to be successful in a variety
of systems calculations of photoemission band gaps [4,5].
The quantity to be compared with experiment is the one-
particle spectral function A(ω) which is proportional to
the imaginary part of G. The main features of the spectral
function A(ω) are quasiparticle (QP) peaks with finite life-
time. In addition, the spectral function shows incoherent
satellite structures. In sp semiconductors these satellites
are mainly due to the excitation of plasmons (both surface
and bulk). Satellites in photoemission spectroscopy have
been extensively studied for core-level spectra [6–8], while
for valence-band spectroscopy there has been much less
effort [9–11]. Still, valence-band satellites have been mea-
sured in a number of systems and are at the center of the
debate around some highly interesting systems like tran-

a e-mail: matteo.guzzo@polytechnique.edu
b European Theoretical Spectroscopy Facility (ETSF),

http://www.etsf.eu

sition metal oxides. In a previous work [12] we introduced
a new method to describe satellites with an improved de-
scription of the intrinsic spectral function, including ef-
fects beyond the latter. In particular our method includes
the dependence of the spectrum on photon energy. In this
paper we present details of the method. We also show how
the photoemission spectrum of silicon depends on the pho-
ton energy and we give a prediction for the trend at very
high photon energies.

1.1 The sudden approximation and the three-step
model

When making comparisons between theory and experi-
ment, it is worth noting that there is not a complete coin-
cidence between the spectral function A(ω) and the PES
spectrum. This is because A(ω) only describes the propa-
gation of the hole created by the incoming photon, while
completely neglecting the losses of the photoelectron be-
fore it leaves the system. The use of A(ω), within these
limits, to describe PES is known as the sudden approxima-
tion. While this approximation simplifies the description
of PES, it is safe to say that it is never actually true. In
fact it turns out that the losses of the outgoing photoelec-
trons are roughly the same at all photon energies. This is
the result of two competing processes [6]:

(i) the reduction of the inelastic scattering cross section
of electrons as their kinetic energy increases. As the
photon energy increases, the average kinetic energy
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of the electrons in the solid will increase. With it, the
average loss probability per electron will decrease;

(ii) the increase of the mean free path of electrons as their
kinetic energy increases. A larger mean free path will
correspond to a greater maximum depth of a hole for
which the corresponding photoelectron is fast enough
to reach the surface and be detected. This implies
that, on average, electrons will have to travel through
a thicker layer of atoms before escaping the material.
This way, the energy-loss probability will increase.

These two phenomena make the losses of the photoelec-
trons non-negligible at any photon energy. The good news
is that the effect of these losses on the QP part of the spec-
trum is often only an overall renormalization of the peaks,
which explains the success of the sudden approximation
for the description of QP band structures. However, an ap-
propriate calculation and interpretation of satellite struc-
tures in photoemission spectra requires one to go beyond
the sudden approximation. A more complete, yet simplis-
tic way of modeling the photoemission process is to divide
it in three independent sequential steps:

1. optical excitation of the electron in the bulk;
2. travel of the excited electron to the surface;
3. escape of the photoelectron into vacuum.

This is known as the three-step model, as first proposed
by Berglund and Spicer [13]. The total photoemission in-
tensity is then given by the product of the probabilities
of the three different processes. The first step is described
by the one-particle spectral function A(ω). Losses coming
from A(ω) are called intrinsic [6]. Step two is described by
the electron energy-loss spectrum of the system and, along
with step three, is considered part of the extrinsic losses.
At this point, to get the total intensity, it would be suf-
ficient to convolute A(ω) with the energy-loss spectrum.
This case is referred to as the sudden limit [6]. However,
this condition is met only at very high photon energies
that are rarely accessed in usual PES conditions. In fact,
there is quantum-mechanical interference between intrin-
sic and extrinsic losses, which is due to the interaction
between the outgoing photoelectron and the hole it has
left behind. The changes occurring in the photoemission
spectrum following this kind of process, are referred to
as interference effects. To describe this kind of processes
one should in principle make use of a two-particle prop-
agator [14], but it is possible to treat this effect in an
approximate way retaining at the same time a good deal
of physical insight. Within this picture, we use an opti-
mized three-step model that attempts to overcome the
shortcomings of its original formulation.

2 Theoretical framework

Our method is based on the exact equation of motion of
the fully-interacting 1-particle electronic Green’s function
Gσ(x,x′, t, t′). The equation reads [15]

G = G0 + G0VHG + G0ϕG + iG0vc
δG

δϕ
, (1)

where G0 is the non-interacting Green’s function, ϕ is a
fictitious external perturbation that is set to zero at the
end of the derivation, vc is the bare Coulomb interaction,
and all quantities are understood to be matrices in space,
spin, and time. The Hartree potential VH gives rise to
screening to all orders. Spin only gives rise to a factor of
2, since we are interested here in non-magnetic systems
where G is spin-diagonal.

2.1 Decoupling approximation for the Green’s function

Linearizing VH with respect to ϕ and assuming G and GH

diagonal on the same discrete basis yields a scalar equation
for each matrix element G = Gii which corresponds to a
single state of the system [12,16]:

G(t1t2) = G0
H(t1t2) + G0

H(t1t3)ϕ̄(t3)G(t3t2)

+ iG0
H(t1t3)W(t3t4)

δG(t3t2)

δϕ̄(t4)
, (2)

where G0
H is the Hartree Green’s function in the limit of

vanishing external potential; ϕ̄ = ε−1ϕ is the screened
external perturbation potential;

W(t3t4) =

∫
drdr′|φ(r)|2|φ(r′)|2W (rr′t3t4) (3)

is a diagonal matrix element of the screened Coulomb in-
teraction W ; φ is the single-particle wavefunction of the
corresponding state; and ε−1 is the inverse microscopic di-
electric function. It is worth noting that in equation (2) the
approximation δG/δϕ̄ = GG – which corresponds to the
Random-Phase Approximation (RPA) for the response to
the screened external potential ϕ̄ – gives back the GW
approximation [3], which is hence included in the current
approximation. The solution of equation (2) at vanishing
ϕ, for a single occupied state, is

G(t1t2) = G0
H(t1t2) exp

[
−i

∫ t2

t1

dt′
∫ t2

t′
dt′′W(t′t′′)

]
. (4)

We assume that W can be represented by a sum of Np

poles ω̃j with strength λj , which is exact for infinite Np:

W(τ) =

Np∑

j

λj

[
eiω̃jτθ(−τ) + e−iω̃jτθ(τ)

]
, (5)

where τ = t−t′. Using equation (5), the double integration
of W in equation (4) is then analytically feasible. Once this
is carried out, the matrix elements of the Green’s function
read

G(τ) = iθ(−τ)e−i(ε+iΓ )τ exp

⎡
⎣

Np∑

j

aj(1 − eiω̃jτ )

⎤
⎦, (6)

with aj = λj/ω̃2
j . In equation (6), the first exponent ε+iΓ

is the complex QP energy within the GW approxima-
tion. The GW correction to the Hartree energy naturally
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emerges from the integral of W in equation (4), provided
that the same level of approximation is used for W in the
GW self energy. The second exponential term provides for
renormalization and formation of satellites at all orders.
After having expanded and Fourier-transformed the lat-
ter, A(ω) = 1/π| ImG(ω)| becomes

A(ω) =
Γ

π
e− ∑Np

j aj

[
1

(ω − ε)2 + Γ 2

+

Np∑

j

aj

(ω − ε + ω̃j)2 + Γ 2

+
1

2

Np∑

jk

ajak

(ω − ε + ω̃j + ω̃k)2 + Γ 2

+
1

6

Np∑

jkl

ajakal

(ω − ε + ω̃j + ω̃k + ω̃l)2 + Γ 2
+ . . .

]
.

(7)

Equation (7) shows how the spectral function can be ex-
panded as a sum of poles, which are regrouped here in
different terms following the corresponding order. The ze-
roth order (first term) is the QP peak, centered at the QP
energy ε. The following terms are centered at ω − nω̃j (at
order n, giving rise to the n-th satellite replica for that
frequency) with a weight decreasing exponentially with n.
In general, the weights aj are of the order of 0.1/Np.

The electron energy-loss function of bulk silicon has
a well-defined single-peaked shape, centered at 16.7 eV.
This fact justifies the use of a single plasmon-pole model
which is equivalent, in the above formulation, to the case
Np = 1.

2.2 Calculation of extrinsic losses and interference
effects

In order to take the extrinsic and interference terms
into account, we use the theoretical formalism of Hedin,
Michiels, and Inglefield [6], which includes all three effects,
i.e., intrinsic, extrinsic, and interference. In addition, the
theory is based on a semi-infinite model of the system, and
thus the satellite spectrum depends on the average dis-
tance traveled by the photo-electron through the surface.
However, these calculations use a rather crude approxima-
tion for the valence electrons, treating them as localized
states. The strategy is thus to use this complete model
to calculate the extrinsic and interference terms only, re-
placing the intrinsic contribution with the more rigorous
calculations detailed in the previous section. One might
worry that the intrinsic spectrum would then not include
effects due to the semi-infinite model. However, we find
that the intrinsic spectrum is quite insensitive to distance
from the surface. The theory accounts for the satellites in
the PES spectrum in terms of a spectral function A(ω) of
exponential form consistent with equation (7), which al-
lows us to combine the two approaches. In this approach

the photocurrent is given by

〈Jk(ω)〉 =
∑

i

|Mik0 |2
∫ ∞

0

e−a

∫ ∞

−∞
ei(ω0−εk+εi)t (8)

× exp

[∫
γik(ω)(e−iωt − 1) dω

]
dt dzc, (9)

where

a ≈
∫

dω γik(ω) = 2zcImk̃ + ai
int. (10)

Here ω0 is the photon-frequency, k0 =
√

2(ω0 + εi) is
the photo-electron momentum at threshold, and we have
made the approximation that the matrix elements Mik =
〈i|d|k〉 are roughly constant over the range of photo-
electron energies of interest, i.e., from a few multiples of
the plasmon energy below the photon energy to thresh-
old where εk = ω. The function γik(ω) characterizes the
losses due to the excitation of single plasmons of energy ωq

and can be split into intrinsic, extrinsic and interference
contributions,

γik(ω) =
∑

q

|gq|2δ(ω − ωq) = γint
i + γext

k + γinf
ik . (11)

We calculate the extrinsic and interference terms by as-
suming that the intrinsic amplitude is independent of the
initial (valence) state, which gives the amplitudes,

|gq| =

∣∣∣∣
V q(zc)

ω
+

i

κ

∫ zc

−∞
ei(k̃−κ)(z−zc)V q(z)dz

∣∣∣∣ (12)

where the solid occupies the space z > 0. The first term
gives the intrinsic amplitude, while the second term gives
the extrinsic, and the cross terms give the interference,
i.e.,

|gq|2 = |gint
q |2 + |gext

q |2 + 2Re[gint
q gext

q ]. (13)

The complex wave numbers κ and k̃ are given by

κ =
√

2(ω0 + φ + εF + iΓ (ω + εk)) − |Q + K|2, (14)

k̃ =
√

k2 + 2(φ + εF + iΓ (εk), (15)

and correspond to a time-inverted LEED state,

|k̃〉 = eiK·R
[
θ(z)e−ik̃∗z + θ(−z)e−ikz

]
. (16)

Here εF is the Fermi energy and φ is the work function.
Further, bold capitals denote components of the vector
perpendicular to the z direction (parallel to the surface).
With the above definitions, εk = k2, and ω is measured
relative to the valence binding energy so that the first
detectable photo-electron comes at ω = εk = 0.

In order to evaluate the relative weights of various con-
tributions to the PES signal, we use the Inglesfield fluctua-
tion potential inside the solid (contributions outside being
negligible) [6]. We then calculate the weight of the ex-
trinsic and interference aextinf (ω0) = aext(ω0) + ainf (ω0)
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Table 1. Values of the correction term aextinf including ex-
trinsic losses and interference effects and relative width (inverse
lifetime) η for a set of photon energies ω0.

ω0 (eV) aextinf η
200 0.432 2.882
480 0.479 1.085
800 0.530 0.570
1200 0.568 0.341
2000 0.609 0.178
5000 0.669 0.066
10000 0.703 0.027

contributions to the PES due to plasmons of energy ωp =
16.7 eV, at a given photon energy ω0, i.e.,

aextinf(ω0) =

∫
dkγext

k (ω0) + γinf
k (ω0). (17)

We incorporate these contributions in our total spectral
function correcting the intrinsic contribution of Section 2.1
with the addition of aextinf (ω0) i.e.,

āi = aint
i + aextinf (ω0), (18)

where i denotes the valence state, aint
i is the intrinsic

weight of the pole as it appears in equation (7) for the
case Np = 1. We can also calculate the width of the ex-
trinsic + interference satellites and account for this by
replacing the widths Γ in equation (7), i.e.

Γ → Γ + n η(ω0), (19)

η being the width (related to the dispersion of the plas-
mon) of the extrinsic plasmon peak at a given photon en-
ergy ω0 and n the number of plasmon excitations involved,
i.e. the order of the expansion in equation (7). Values of
ω0, aextinf and η are listed in Table 1.

2.3 Additional effects

2.3.1 Lifetime of intrinsic plasmons

We must include a correction for the finite lifetime of in-
trinsic plasmons, which is infinite in (7) because of the
plasmon-pole model we are using for the intrinsic part.
Therefore, an additional width of 1.5 eV [17] is added to
the inverse lifetime of extrinsic plasmons η.

2.3.2 Photon cross sections

Photon cross sections are taken from references [18,19].
For each element, the tables give the relative photon
cross section of the atomic orbitals, calculated within the
Hartree-Fock approximation. We have to use the atomic
data for bulk silicon; since we are in a solid, the atomic
character is mixed. The four valence bands of silicon con-
tain two s electrons and two p electrons. The character of
each band is calculated by projecting the wavefunctions
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Fig. 1. (Color online) Photon cross sections, from refer-
ence [18]. Red solid line shows the values for the 3s electrons,
while the blue dashed line shows the 3p electrons cross sections.

onto spherical harmonics inside a sphere centered on the
Si ion. The s and p character of each band sum up to one.
We have then the following values:

Band #1 #2 #3 #4
s-type 0.95 0.75 0.25 0.05
p-type 0.05 0.25 0.75 0.95

In this picture, the relative weight of a photoemission peak
will be the consequence of the sk and/or pk character of
the corresponding state k. To include this effect in the
spectral function, we can define an effective Ã so that

Ã(ω) =
∑

k

(skσs + pkσp)Ak(ω), (20)

where Ak is the (intrinsic or corrected) spectral function of
a single state k and σs and σp are the photon cross sections
for s and p electrons, tabulated in references [18,19] and
shown in Figure 1 up to 1500 eV. The inclusion of cross-
section effects is very important to reproduce the relative
weight of s and p peaks in the photoemission spectrum
(which can differ by an order of magnitude) and the re-
spective changes at different photon energies.

2.3.3 Secondary electrons

The background of secondary electrons is calculated us-
ing the effective intrinsic spectral function Ã(ω), assuming
that each peak in the intrinsic spectrum produces a con-
stant flux of secondary electrons (i.e. a step function) at
all binding energies greater than the quasiparticle energy
ε. This is commonly known as a Shirley background [20].
The calculation of the background is achieved by the fol-
lowing integration of Ã(ω):

B(ω) =

∫ μ

ω

dω′Ã(ω′), (21)
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where B is the background of secondary electrons. The
final quantity that has to be compared with experimental
data is given by the photocurrent J(ω) defined as:

J(ω) = αÃ(ω) + βB(ω), (22)

where α and β are two parameters that must be fixed
to match the signal/background ratio in the experimental
data. β is to be determined using the high binding-energy
limit (where Ã(ω) ∼ 0) and then we fix α so as to match
the QP peak intensity. The calculated background could
also be subtracted from the experimental curves, in case
one wishes e.g. to evaluate the intensity of satellites (see
below).

3 Experimental setup

Valence PES measurements were performed at the UHV
photoemission experimental station of the TEMPO beam-
line [21] at the SOLEIL synchrotron radiation source.
Linearly polarized photons from the Apple II type In-
sertion Device (HU44) were selected in energy using a
high resolution plane grating monochromator with a re-
solving power E/ΔE = 5000. The end-station chamber
(base pressure 10−10 mbar) is equipped with a modified
SCIENTA-200 electron analyzer with a delay-line 2D de-
tector which optimizes the detection linearity and sig-
nal/background ratio [22]. The overall energy resolution
was better than 200 meV. The photon beam impinges on
the sample at an angle of 43◦, and photoelectrons were
detected around the sample surface normal with an an-
gular acceptance of ±6◦. A doped n+-type Si(001) wafer
(ND � 2 × 10−18P atoms/cm3) was cleaned from the na-
tive oxide by flash annealing at 1100 ◦C after prolonged
degassing at 600 ◦C in ultra-high vacuum. The silicon sur-
face annealed at 300 ◦C to prevent surface etching was
then hydrogenated in a partial pressure of activated hy-
drogen about 2×10−8 mbar for 20 min. At 800 eV kinetic
energy the Si Brillouin zone (BZ) is observed with an emis-
sion angle slightly smaller than 5◦. The Fermi level was
obtained by measuring a clean Au(111) surface. The mea-
sured photoemission map at 800 eV was integrated over
the spectral intensity originated by two BZ. For lower pho-
ton energies it was not possible to have a complete inte-
gration of the BZ. Considering the ratio between satellites
and QP peaks – which is a key quantity for our analysis
– independent of the integration on the BZ (as our theory
assumes), justifies the use of photon energies lower than
800 eV for comparison with theory.

4 Results

We have measured PES data for several photon ener-
gies between 200 and 800 eV. Using our procedure we
have calculated the photoemission spectra for a range of
photon energies between 200 eV and 10 keV. A stan-
dard GW calculation was performed using the ABINIT
code [23]. The GW calculation was used to evaluate the
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Fig. 2. (Color online) Calculated spectrum Ã(ω) for several
photon energies between 200 eV and 10 keV. The spectra in-
clude the effect of cross sections and extrinsic losses. The curve
intensities are aligned to match in the QP region, between −15
and 0 eV, to highlight the relative change of the satellite spec-
tral weight, i.e. below −15 eV. The Fermi energy is at 0 eV.

parameters of equation (7), under the assumption that
ImW ∼ 1/π ImΣ [24], hence using an RPA screening. We
calculated the correction paramenters for extrinsic losses
and interference effects as described earlier in Section 2.2,
and eventually included cross-section effects as in equa-
tion (20). The graph in Figure 2 shows the calculated

photoemission spectra Ã(ω) for a number of selected pho-
ton energies, from 200 eV to 10 keV. In this figure the
intensity of the curves has been scaled so that the spec-
tra match in the QP region. Varying the photon energy,
there is a small change in the QP part of the spectrum
– between −15 and 0 eV from the Fermi energy – due to
cross-section effects1. The most apparent change is in the
satellite part, i.e. below −15 eV, where three satellites are
visible. Our calculations show that with increasing pho-
ton energy the satellites have a tendency to show more
structures. More importantly, the relative weight of satel-
lites increases as the photon energy increases. This trend
is the same as the one found in the experimental data, as
reported in Figure 3. In this figure we also include data
from reference [25]. We assume a complete integration of
the BZ. The ratio between the weight of the first satellite
– taken between −33 and −15 eV – and the QP peaks
has been calculated, both in the theoretical and exper-
imental case, evaluating the integral under the curves.
The calculated background has been removed from the
experimental curves before the evaluation of the integrals.
The set of experimental values is small with respect to
what would be needed to perform an exhaustive compari-
son with theory. For smaller photon energies (between 200
and 400 eV), the ratios are systematically overestimated.
Partial integration of the BZ, caused by the low photon
energy used, is probably the cause of the overestimation

1 Additional variations related to different integrations of the
BZ (found in experiment) are here neglected.
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Fig. 3. (Color online) Intensity ratio between the first satellite
and the QP part of the spectrum as a function of the photon
energy. Our experimental data (blue crosses) are compared to
theoretical calculation (black solid line). An additional point
(red circle) taken from [25] has also been included for compar-
ison. The inset shows a detail of the same plot.

of the satellite/QP ratio in these cases. In fact, the lower
the photon energy, the smaller the portion of BZ mea-
sured for the same emission angle [1]. In our theory, we
assume that QP states do not mix and each QP state has
its own plasmons. This is a good approximation if done
to evaluate a total spectrum, which is the result of a sum
over all the states, i.e. over the whole BZ. Moreover our
background is calculated assuming a uniform integral over
the full BZ. Taken into account this and the inherent dif-
ficulty to precisely determine the points that define the
QP region and the first satellite, our experimental points
have an absolute error of ±0.1.

Theory allowed us to calculate spectra at high values
of photon energies that we could not reach in experiment.
Figure 3 shows how the satellite/QP ratio increases sig-
nificantly from 0 up to 1−2 keV and how above 5−10 keV
there is a sort of saturation effect. However, the satellite
shape continues to sharpen (show more structure) as the
photon energy increases. The origin of this sharpening is
to be found in the width of extrinsic plasmon peak (see
Tab. 1), which decreases as the photon energy increases
and changes more than the intensity of plasmons, hence
being the crucial quantity in the equation that deter-
mines most changes in the shape of satellites, as it appears
from our analysis. The behavior of the satellite/QP ratio
is more complicated due to the inelastic mean free path
(IMFP) of the photoelectron, which increases with energy.
This increase in IMFP gives rise to two competing effects:
(i) the increased IMFP allows electrons from deeper in
the material to escape, which increases the strenth of the
extrinsic plasmon peak; (ii) the IMFP is (inversely) a mea-
sure of the probability of scattering plasmons, thus a larger
IMFP means that the contribution to the plasmon peak
from each hole is lowered.

5 Conclusion

In conclusion we have shown how to describe ab ini-
tio satellites in valence-band photoemission spectroscopy.
Our method is able to describe multiple excitation of plas-
mons including lifetimes. This gives an accurate descrip-
tion of the intrinsic part of the spectrum. A number of
effects that are not removable from experiment have to be
added to the theoretical calculations to obtain an appro-
priate comparison with experimental data. The photon-
energy dependence of satellites was studied including, in
the spectral function A(ω), correcting terms for the in-
tensity and width of extrinsic plasmon peaks, also taking
into account interference effects. We compared the theo-
retical results with our experimental photoemission data,
taken at several photon energies, between 200 and 800 eV.
Using our theoretical approach, we could give a predic-
tion on a larger range of energies. We evaluated the ratio
between the weight of the first satellite and of the QP
peaks. Satellites grow bigger with respect to QP peaks
as the photon energy increases, until the sudden limit is
reached, above 5−10 keV. The measured data are in agree-
ment with the theoretical curve. The main physical pro-
cess behind the increase of satellite weight appears to be
the variation of the IMFP of photoelectrons. The evalu-
ation of extrinsic and interference effects could be done
in a relatively straightforward way thanks to the formula-
tion we introduced for the Green’s function and the spec-
tral function. The same would not have been possible if
one stayed within the GW approximation, where spurious
plasmaron excitations spoil the satellite spectra [12] and
multiple satellites are absent.

We acknowledge ANR (project #: NT09-610745) for funding,
IDRIS and CCRT for computer time (GENCI-544 project).
J.J. Rehr and J.J. Kas acknowledge the support of US Depart-
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Multiple satellites in materials with complex plasmon spectra: From graphite to graphene
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The photoemission spectrum of graphite is still debated. To help resolve this issue, we present photoemission
measurements at high photon energy and analyze the results using a Green’s function approach that takes
into account the full complexity of the loss spectrum. Our measured data show multiple satellite replicas. We
demonstrate that these satellites are of intrinsic origin, enhanced by extrinsic losses. The dominating satellite is
due to the π + σ plasmon of graphite, whereas the π plasmon creates a tail on the high-binding energy side of
the quasiparticle peak. The interplay between the two plasmons leads to energy shifts, broadening, and additional
peaks in the satellite spectrum. We also predict the spectral changes in the transition from graphite towards
graphene.
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I. INTRODUCTION

Photoemission is a prominent experimental tool to access
the electronic structure of materials. Angular-resolved photo-
electron spectroscopy (ARPES) is frequently used to extract
the band structure and quasiparticle (QP) lifetimes of a large
variety of systems [1]. However, in a photoemission spectrum,
besides the QP peaks and incoherent background, satellite
peaks often appear. In the intrinsic spectral function, within the
three-step model [2], these satellites can be understood in terms
of coupling of a QP to additional excitations of the system.

Their nature is often debated. In simple metals plasmon
satellite replicas are observed [3], but it is difficult to discern
experimentally to which extent these are intrinsic features
[4], or due to losses of the outgoing photoelectron (called
extrinsic). In nickel, the satellite at 6 eV below the QP peak
cannot be explained with the plasmon spectrum, but is due
to a bound hole-hole state [5,6]. Recently a satellite in doped
graphene was interpreted as a plasmaron, a strongly coupled
electron-plasmon excitation [7]. In 3d and 4f systems, satel-
lites have been ascribed to strong electron-electron interaction
within a Mott-Hubbard picture [8]. In other materials, e.g.,
graphite, the very existence of intrinsic satellite features
has been questioned. In this system observed valence-band
satellite structures have been attributed to extrinsic losses
and subtracted from the measured spectrum [9,10]. These
debates, even for supposedly simple materials, are in part due
to the lack of a widely applicable theoretical approach for
the description of satellites. Ab initio calculations typically
ignore satellites and concentrate on QP properties, often using
the GW approximation for the self-energy in the framework
of many-body perturbation theory [11]. In this approach the
dynamically screened Coulomb interaction W that multiplies

*matteo.guzzo@polytechnique.edu; present address: Physics De-
partment, Humboldt-Universität zu Berlin, Zum Großen Windkanal
6, D-12489 Berlin, Germany.

†lucia.reining@polytechnique.fr

the one-body Green’s function G contains plasmon excitations
that may lead to satellites. However, GW is believed to fail in
predicting the satellite spectra [4], although it performs well
for QP energies. Satellites are rarely computed, so that much
of the information obtained from experiment is wasted. Our
aim is to push this limit.

In the present work we focus on plasmon satellites, which
occur in most materials, from metals to insulators. Plasmons
lead to multiple satellites, forming a decaying series of peaks
below the QP. These structures can be explained with a spectral
function derived from an exponential (also referred to as
cumulant) form of the one-particle Green’s function, itself a
solution of an electron-boson coupling model [4,12,13]. In the
present case the plasmon plays the role of the boson, though the
cumulant form is more general. The plasmon contribution has
been derived in several ways, e.g., starting from GW [4,13,14],
or as a linear response contribution of the Hartree potential
[15]. The combination of the cumulant solution with the GW

calculation (GW + C) and the same method with additional
extrinsic and interference contributions (GW + C∗) yielded
excellent agreement with experiment for bulk silicon [15,16].
The GW approximation alone, instead, gave rise to a spurious
plasmaron solution in silicon, similarly to the homogeneous
electron gas [17–19]. Hence, GW + C∗ appears to be the
method of choice for plasmon satellites.

In this article we address the layered material graphite
and its building block graphene. We generalize the approach
used in Refs. [15,16] that was based on the use of a single
plasmon pole approximation for W , to materials with an
arbitrarily complex excitation spectrum. Our computational
results are compared to new bulk sensitive photoemission
data for graphite. The excellent agreement between theory and
experiment allows us to address several important questions:
(i) does graphite have intrinsic satellites? (ii) Does the GW ap-
proximation create a spurious plasmaron also in this material?
(iii) Are there any new effects in the XPS spectrum caused by
the more complex plasmon spectrum, and in particular by the
existence of two main plasmon peaks? Finally, it allows us to
make predictions for the satellite structure in graphene.

1098-0121/2014/89(8)/085425(6) 085425-1 ©2014 American Physical Society
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We start describing the experimental setup for the
XPS measurements and the computational details of the
calculations in Sec. II. Results are discussed in Sec. III.
We analyze the shortcomings of the GW approximation in
graphite and discuss the absence of a plasmaron in this
particular case in Sec. III B. We give the interpretation of
the XPS spectrum of graphite on the basis of our GW + C∗
calculations in Sec. III C. Then we calculate the GW + C∗
spectral function of undoped graphene showing how and
why this differs from its graphite counterpart in Sec. III D.
Conclusions are drawn in Sec. IV.

II. TECHNICAL DETAILS

A. Experimental setup

ARPES measurements were performed at the UHV photoe-
mission station of the TEMPO beamline [20] at the SOLEIL
synchrotron radiation source. Linearly polarized photons from
the Apple II type Insertion Device (HU44) were selected in
energy using a high resolution plane grating monochromator
with a resolving power E/�E = 5000. The end-station
chamber (base pressure 10−10 mbar) is equipped with a
modified SCIENTA-2002 electron analyzer with a delay-line
2D detector which optimizes the detection linearity and
signal/background ratio [21]. The overall energy resolution
was better than 200 meV. The photon beam impinged on the
sample at an angle of 43◦, and photoelectrons were detected
on an angular range of 12◦. Highly oriented pyrolytic graphite
(HOPG) was cleaved in the introduction stage of the UHV
system exposing a new surface immediately before the transfer
to UHV. At 800 eV kinetic energy the Brillouin zone (BZ) is
observed with an emission angle of about 8◦. The measured
photoemission map was integrated over the spectral intensity
originated by one BZ. The Fermi level was obtained by
measuring a clean Au(111) surface.

B. Computational details

We performed ab initio calculations using a plane-wave
basis. We used the ABINIT code for all ground-state and
GW calculations [22], using experimental values for lattice
constants. The Brillouin zone of graphite was sampled using
a 9 × 9 × 2 Monkhorst-Pack grid [23], yielding 162 points in
the full BZ. We have used Troullier-Martins norm-conserving
pseudopotentials [24] available in the ABINIT code library.
The plane-wave cutoff for the LDA ground-state calculation
was fixed at 30 Ha. The full frequency dependence of
the self-energy for the eight valence bands was calculated
using a contour-deformation technique, and with partial
self-consistency, namely on the quasiparticle energies in
the Green’s function (GW0 calculations). W was calculated
including 160 bands and using 997 plane waves for the
wave functions. The dielectric matrix was calculated using
287 G vectors, 4 frequencies on the imaginary axis, and 60
frequencies on the real axis, with a maximum value fixed
at 2 Ha. The self-energy was calculated using 250 bands,
1385 plane waves for the wave functions, 287 G vectors for
the dielectric matrix, and 585 plane waves for the exchange
term. The self-energy of graphite was calculated for 50
frequencies/Ha for a range of 65 eV below the Fermi energy.
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FIG. 1. (Color online) XPS spectrum of HOPG at 800 eV photon
energy. The experimental data collected at normal emission (blue
dots) are compared to the spectral function A(ω) calculated from GW

(magenta dashed line) and from a multipole version of Eq. (1) (green
dot-dashed line). On top of the latter the black solid line also includes
extrinsic and interference effects. The result for A(ω) in the single
plasmon pole approximation (Np = 1) for Eq. (1) (red dotted line) is
shown for comparison. All curves are scaled to match the intensity
of the main QP peak at −20 eV. All theoretical spectra contain
photoabsorption cross sections, the calculated secondary electron
background, and 0.4 eV Gaussian broadening to account for finite
BZ sampling and experimental resolution.

The GW0 spectral function of graphene was calculated
using equivalent parameters on a slightly different k-point grid
(12 × 12 × 1). We set up a supercell in real space with 38 bohrs
of vacuum on the z direction.

III. RESULTS

A. Experiment

The experimental result is shown by the blue dots in Fig. 1.
The QP band structure is found between the Fermi level and
25 eV binding energy. A tail extends down to about −30 eV,
followed by a broad satellite in the range [−65;−30] eV and
a washed out structure below −65 eV. The average distance
between the main satellite and the QP region is close to the
energy of the π + σ plasmon (∼27 eV) in the loss spectrum
of graphite. There is no clear structure that one could assign to
the π plasmon (7 eV in the loss spectrum). Overall there is too
much broadening to draw reliable conclusions only from the
data. In previous experimental studies [10,25], features beyond
the QP peaks have been attributed to extrinsic background
effects and subtracted from the raw data in order to obtain
an “intrinsic” spectrum. Our work suggests a revision of this
hypothesis, as we show below.

B. Graphite–GW

We first look at the results of a GW calculation. The full
frequency dependence of the self-energy is calculated with the
ABINIT code [22], using a contour-deformation technique.
The calculation involves a partial degree of self-consistency,
namely on the real part of the QP energies, while W is kept
fixed. The total GW spectral function (magenta dashed curve

085425-2



MULTIPLE SATELLITES IN MATERIALS WITH COMPLEX . . . PHYSICAL REVIEW B 89, 085425 (2014)

-0.4

-0.2

 0

 0.2

 0.4

-60 -50 -40 -30 -20 -10
E - EF (eV)

(a)
-0.4

-0.2

 0

 0.2

 0.4

-60 -50 -40 -30 -20 -10
E - EF (eV)

(a)
-0.4

-0.2

 0

 0.2

 0.4

-60 -50 -40 -30 -20 -10
E - EF (eV)

(a)

-50 -40 -30 -20 -10  0
E - EF (eV)

(b)

ω-ε0-ReΣ(ω) (eV)

-50 -40 -30 -20 -10  0
E - EF (eV)

(b)

ω-ε0-ReΣ(ω) (eV)
ImΣ(ω) (eV)

-50 -40 -30 -20 -10  0
E - EF (eV)

(b)

ω-ε0-ReΣ(ω) (eV)
ImΣ(ω) (eV)
A(ω) (keV-1)

0

0.001

0.002

0.003

0.004

-40 -30 -20 -10

FIG. 2. (Color online) GW spectral function A(ω) (solid black
line) with imaginary (dotted blue line) and shifted real (dashed
green line) parts of the GW self-energy. (a) Lowest valence state at
k = (0.0,0.0,0.25). (b) Highest valence state at k = (0.33,0.33,0.25).
Inset: Zoom on A(ω).

in Fig. 1) well describes the QP part of the spectrum.1 More-
over, it exhibits a small bump due to the π plasmon that may
explain the tail located around −25 eV in the experiment and a
second structure in correspondence with the first experimental
satellite that can be attributed to the π + σ plasmon. Overall
the GW result is sufficiently good for a qualitative discussion,
in striking contrast to, e.g., the case of silicon.

In order to understand this point, and to exclude a simple
coincidence, we analyze the GW self-energy in a single
plasmon-pole model.2 The correlation part of the self-energy
for a hole is then approximatively �c(ω) = λ/[ω − ε + ωp −
iγ ], with γ , ωp, and λ, respectively, the inverse lifetime, the
plasmon frequency, and the strength; ε is the self-consistently
calculated QP energy. This model describes the GW self-
energy around each plasmon satellite, as one can see by
qualitative comparison with the full ab initio calculation: The
latter is shown in Fig. 2.

Figures 2(a) and 2(b) show the imaginary Im� (blue dotted
line) and shifted real (green dashed line) ω − ε0 − Re�(ω)
parts of the ab initio GW self-energy for two valence states
(ε0 is the single-particle energy). The imaginary parts exhibit
two structures, associated with the π and π + σ plasmons, and
the real parts have the dispersion resulting from the Kramers-
Kronig relation. The satellites in the spectral function (black
solid line) are in correspondence with the local maxima ωmax

of the real part of the self-energy.
To first order in γ , the model yields ωmax ≈ ε − ωp − γ :

The GW satellites are close to the expected position ε − ωp.
For larger values of γ , the shift towards larger binding
energy introduced by the GW approximation becomes
significant. This explains the quantitative discrepancy with

1The QP peak at −10 eV is too sharp, which may be due to the
approximate inclusion of cross-section effects and to domains in the
sample.

2The energetic distance of the two plasmons in graphite is large
enough to qualitatively justify such a simplification for the present
discussion.

the experimental positions, as observed in Fig. 1. Still, the
origin of the plasmon satellite remains unchanged. Instead,
the model predicts that the spectrum becomes qualitatively
worse when the oscillation in the real-part term is so strong
that the curve crosses zero around ωmax: The satellite
position is then no longer determined by ωmax, but by the left
zero-crossing point, analogously to the QP. This crossing leads
to a sharp peak, the so-called plasmaron, and is a spurious
effect of the GW approximation [19]. The plasmaron spoils
the satellite spectra of silicon [15] and the homogeneous
electron gas, and is the origin for the bad reputation of GW

satellites. Our model shows that such a crossing occurs for
λ > 2γωp: It is favored by a large plasmon intensity and
coupling, a small plasmon energy, and small broadening. This
condition is not fulfilled in graphite: The π plasmon has small
intensity, and the intense π + σ plasmon has large broadening.
This explains why GWA can be used in graphite to analyze
plasmon satellites, contrary, e.g., to the case of silicon.

However, the remaining discrepancy still does not allow
definite conclusions. It is hence important to compare to the
more advanced GW + C∗.

C. Graphite–GW + C∗

We have first applied the single plasmon pole model as used
in Refs. [15,16], reproducing the dominant π + σ plasmon.
The resulting intrinsic GW + C spectral function (red dotted
curve in Fig. 1) shows two satellites at −50 and −75 eV,
in very good correspondence with the experimental ones.
They are however too sharp, and the tail on the QP peak is
missing, contrary to the GW result, evaluated with the full
energy dependence of W . We therefore include the full W

also in GW + C, by adopting a multipole representation with
a number of poles Np [16,26]. The positions ωj and strengths
aj are fitted to the results of a GW calculation [15,16].

The final results presented here were calculated using
Np = 150. However, already Np = 2 (one pole for the π and
π + σ plasmon, respectively) represents the main features,
and it eases the interpretation. For a given state, the spectral
function A(ω) = 1/π | ImG(ω)| then becomes

A(ω) = �

π
e−(a1+a2)

[
1

(ω − ε)2 + �2
+ a1

(ω − ε + ω1)2 + �2

+ a2

(ω − ε + ω2)2 + �2
+ 1

2

a2
1

(ω − ε + 2ω1)2 + �2

+ 1

2

a2
2

(ω − ε + 2ω2)2 + �2

+ a1a2

(ω − ε + ω1 + ω2)2 + �2
+ · · ·

]
, (1)

where ε + i� is the QP energy including lifetime broadening.
The aj and ωj are the intensities and frequencies, respectively,
associated with the plasmons. The spectral function shows
a peak at the QP energy ε, followed by a series of satellite
peaks. Their distance from the QP peak corresponds to
sums of plasmon pole energies; for a peak of order n, one
finds peaks at a distance of n (equal or different) plasmon
energies from ε. The weight of each peak is the product of
the corresponding aj and a prefactor due to the expansion.

085425-3



MATTEO GUZZO et al. PHYSICAL REVIEW B 89, 085425 (2014)

 0

 200

 400

 600

 800

 1000

-330 -325 -320 -315 -310 -305 -300 -295 -290 -285

J(
ω

) 
(a

rb
. u

ni
ts

)

E - EF (eV)

P3
π+σ

π

XPS 800 eV
Ref. [25]
Ref. [29]

FIG. 3. (Color online) C 1s XPS spectrum of HOPG at 800 eV
photon energy as measured in the present work (blue line with points),
Ref. [25] (black squares), and in Ref. [27] (orange circles). Signatures
of the π and π + σ plasmons are clearly visible, as well as the feature
termed P3 in Refs. [25,27].

Equation (1) yields a first decaying series of plasmon
satellites at a distance from the QP peak of multiples of ω1, and
a second series from ω2. Moreover, a new series of multiple
satellites results from the sum of multiples of ω1 and ω2,
with the smallest being ω1 + ω2; the intensity of this peak is
proportional to a1a2. It is significantly more intense than the
smaller second-order peak of the two because a1a2 > a2

1/2 for
a1 < 2a2. Higher orders form additional structures centered at
nω1 + mω2 with intensity na1ma2. Since these mixed peaks
have no one-to-one correspondence with the loss spectrum,
their interpretation needs the support of theory.

The resulting spectral function A(ω) (green dot-dashed
curve in Fig. 1), calculated for Np = 150, shows the closest
agreement in peak positions with the experimental result, much
better than both the GW and the single pole ones. The tail
below the QP region is well reproduced, the first satellite is
in the correct position, and there is significant broadening
as found in experiment. The second satellite at −75 eV is
washed out. Contrary to a previous hypothesis, at least the
first-order part of the satellite spectrum of graphite has hence a
significant intrinsic contribution. To further add extrinsic and
interference contributions, following [2,16], we renormalize
the coefficients aj and add a lifetime broadening to the plasmon
energies. All parameters are calculated, not fitted, for 800 eV
photon energy. We also include in all spectra the calculated
secondary electron background and cross sections as described
in Ref. [16]. The GW + C∗ result (black continuous curve in
Fig. 1) is in excellent agreement with experiment, confirming
the validity of the approach and the resulting analysis.

Satellites are resolved especially well in core-level spectra.
Figure 3 shows our measured carbon 1s spectrum together
with previous experimental results [25,27]. Both the signature
of the π plasmon and the presence of at least one additional
structure on the π + σ plasmon satellite are clearly visible.
The additional structure has been termed P3, and measured in
various carbon based materials [25] (see also, e.g., [27]), but
could never be explained to our knowledge. However, for all
measured materials it appears to be situated approximatively
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FIG. 4. (Color online) Comparison of graphite (dot-dashed green
line) and graphene (solid black line) spectral functions using
GW + C. The QP part of graphene (dotted black line) is reported
for comparison. The QP and satellite tail at −30 eV do not change
going from graphite to graphene, while most of the satellite weight
below −40 eV disappears. This change stems from the differences
in the loss functions. Inset: The calculated loss function −Im [ε−1]
(arbitrary units vs eV) of graphite (dashed black line) is compared
to graphene (solid blue line). The curves are scaled to match the
intensity of the π plasmon peak.

at the sum of the materials-dependent energies of the first two
main plasmon peaks [25]. We can therefore identify it with the
the ω1 + ω2 peak predicted by our Eq. (1).

The superposition of states in the valence broadens the
spectrum, so that the π plasmon satellite close to the QP only
shows up as a tail. Moreover, the ω1 + ω2 peak on the π + σ

satellite cannot be resolved. However, the position of the center
of mass of the π + σ satellite in the full spectrum in Fig. 1
shows a shift of ∼2 eV to higher binding energy as compared to
the single pole calculation, which can be ascribed to the ω1 +
ω2 contribution (see the Appendix for quantitative details).
We can conclude that this mixed term leads in graphite to a
shift of the main valence plasmon satellite and to an additional
broadening. It contributes to the excellent agreement between
our final result (black continuous curve) and experiment. Thus
the approach allows us to fully describe and understand the
XPS of graphite and to conclude the long standing debate
about the nature of observed incoherent structures.

D. Graphene

These convincing results allow us to extend the calculations
to graphene. It is important to produce benchmark results for
ideal freestanding graphene, because experimental photoemis-
sion results are obtained on substrates, which complicates
the interpretation. The transition from graphite to graphene,
from three to two dimensions, is also interesting from a purely
fundamental point of view.

Figure 4 shows the result of our calculations. The green
dot-dashed curve is the graphite intrinsic spectral function
(same as Fig. 1, without secondary-electron background). The
black continuous curve is the GW + C result for graphene. In
the QP region the two materials are extremely similar: Indeed,
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line), respectively.

the charge density on the graphene layers changes only a little
when the sheets are brought together to form graphite, with
weak hybridization and a similar band structure. However,
satellites are due to plasmon excitations which involve the
long-range Coulomb interaction. This long-range interaction
“detects” the presence of additional layers even at far distances.
The plasmon spectra of graphite and graphene are therefore
completely different (see inset in Fig. 4). In particular the
π + σ plasmon in graphene disappears, with only a small con-
tribution remaining at much lower energies (∼15 eV), which
explains the fading of the corresponding satellite in photoemis-
sion. The π plasmon is more stable and indeed, the correspond-
ing tail on the QP peak remains intact. As our work confirms,
this tail is an intrinsic feature of graphite and graphene.

For more detailed comparison, we also look at single
bands including the corresponding self-energy contributions.
Plasmaron solutions are defined as crossing of the ω − ε0 −
Re�(ω) curve with the horizontal axis, at higher binding
energies than the QP peak. Figure 5 shows that there are
no plasmaron solutions either in graphite or graphene. The
behavior of the self-energy is similar in the two cases, as it is
shown in Fig. 5. However, the shifted real-part term in graphite
has a relatively steep slope stemming from the π + σ plasmon,
which leads to significant screening of the π plasmon structure.
In graphene instead, the π + σ plasmon is strongly suppressed,
hence the structure in the real-part term due to the π plasmon is
closer to zero. Still, our GW calculation shows no plasmaron
solution for undoped graphene. Instead, doping creates carriers
that lead to additional plasmon excitations at very low energies
(small ωp). The observed satellite lines [7] related to these
excitations are sharp (small γ ). In this parameter range our
model predicts that a GW calculation yields a spurious
plasmaron, which can be cured by GW + C∗, as it has been
demonstrated by recent ab initio calculations [28].

IV. CONCLUSION

We have conducted a joint experimental and theoretical
study to understand plasmon satellites in materials very

different from the homogeneous electron gas, using graphite
as a prototype case. We have extended the calculation of the
photoemission spectra based on GW + C∗ to the case of a ma-
terial with more than one dominant collective excitation. The
comparison to state-of-the art photoemission data over a wide
range of binding energies confirms the predictive power of our
approach. We can explain in detail the photoemission spectrum
of graphite, and in particular demonstrate that it contains an
intrinsic satellite contribution caused by the π + σ plasmon,
while the π plasmon leads to a tail on the QP peak. The inter-
play of the two plasmons causes an additional broadening and
shift of the main satellite, and explains additional structures
in cases of better resolution, e.g., core levels. We also discuss
the problem of the spurious plasmaron in GW calculations,
showing that, and why, the problem does not occur in undoped
graphite, nor in undoped graphene, and why additional
excitations due to doping create a more critical scenario.
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APPENDIX: PEAK-SHIFTING EFFECT IN SPECTRA
WITH MULTIPLE SATELLITES

Here we describe in detail how one can estimate the shift
of the first main satellite in the photoemission spectrum of
graphite (roughly located at −50 eV) due to the two-plasmon
structure of the energy-loss spectrum of graphite. The spectral
function for Np = 2 is given by (1). Our aim is to compare
the position of the main satellite stemming from the σ + π

plasmon (ω2 with weight a2) to the average position that is
obtained when also the first mixed satellite (ω1 + ω2 with
weight a1a2) is taken into account.

The calculated parameters concerning the intrinsic (super-
script int) and total, i.e., intrinsic plus extrinsic and interference
(superscript eff) contributions at ω1 and ω2 are

ωj (eV) aint
j aeff

j

7.78 0.205 0.331
29.85 0.156 0.872

hence for ω1 + ω2 = 37.63 we have weights aint
1 aint

2 = 0.032
and aeff

1 aeff
2 = 0.289. These values are averaged over the

Brillouin zone. To first approximation the center of mass of the
structure composed by the π + σ and the first mixed satellite
is

ω̄ = a1a2(ω1 + ω2) + a2ω2

a1a2 + a2
. (A1)

The deviation from the main σ + π peak is defined as �ω =
|ω̄ − ω2|. We obtain

�ωint = 1.3, �ωeff = 1.9 (A2)

for the purely intrinsic and for the total shift, respectively.
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Summary of Research Qualitatively new Phenomena

6.2 Exciton Dispersion
One of the most important elementary excitations is represented by excitons, collective low-energy
excitations involving the creation of electron-hole (e-h) pairs, of paramount importance in eluci-
dating the role of light absorption in, for example, the photovoltaic or photocatalytic process.
Traditionally, excitons have been modeled following basic approximations, namely, the Frenkel
and Wannier exciton models, which describe the two limiting cases of tightly and weakly bound
e-h pairs, respectively. The Bethe-Salpeter equation has instead provided on one side the ab initio
framework to study all kind of excitons (also the intermediate cases), and on the other a powerful
tool for analysis. Optical absorption spectroscopy probes the long-wavelength limit q → 0. Thus,
modern theoretical approaches for excitons have primarily focused on this limit. However, exci-
tons can carry a finite momentum q and form a band structure as a function of q. The study of
excitons at finite q and the determination of their band structure are interesting not only from an
academic perspective. Indeed, for both weakly and tightly bound excitons, their q dispersion deter-
mines the way the e-h pairs propagate inside the crystal and transport their excitation energy. This
property is of crucial relevance for all applications involving light harvesting, and also provides
fundamental knowledge about exciton mobility and migration.

The recent progress of scattering experiments such as electron energy-loss spectroscopy (EELS)
or inelastic x-ray scattering (IXS), both in its resonant (RIXS) and nonresonant (NIXS) versions,
makes it possible to probe electronic excitations at finite, even large, momentum transfer q. Increas-
ing q corresponds with a reduction in the probed length scale in real space. In fact, IXS and EELS
are unique tools to measure electronic excitations that are dipole forbidden and thus not visible in
optics. Typical examples are intra-atomic d-d excitations in strongly correlated transition-metal ox-
ides or longitudinal p-like excitons in sp cubic crystals. In addition, the new electron microscopes
are able today to reach very high spatial resolution (well under 1 nm) for the loss spectroscopy,
which, in order to be investigated from the theoretical point of view, requires the knowledge of
the dielectric function not at just q = 0, but at many q’s, in order to Fourier transform back in
real space. There has been then a crucial need for a theoretical counterpart, an ab initio theory to
describe large momentum transfer excitons. This sort of gap, between experiment and theory, has
been closed thanks to our very recent work, in which (together with M.Gatti) I show how to ex-
tend the ab initio many-body approach to finite (and big) momentum transfer. We have published
an article with all the theory (plus some theoretical predictions for solid argon) and a comparison
with available NIXS data for large momentum tranfers [113]. Not only the agreement with the
experiment is quantitatively good, but our theoretical aproach permits one to fully analyse the
whole set of features of the spectra, describe the exciton character (via the plot of the excitonic
wave-function), and characterize the full excitonic band-structure. Most recently we have tackled
the problem of molecular solids [114], in order to compare with small variation of momentum
transfer, normally achieved with the electron microscope, but also to show that the method can be
easily applied to realistic (and big) systems (more than 80 atoms in the unit cell). This work is now
the topic of a two post-docs here at Polytechnique under my supervision (G.Fugallo on hBN and
F. Da Pieve for developement of RIXS within her Marie-Curie fellowship). Low dimensionality
exciton dispersion is also on the way, notably with 2D systems, like hBN and Graphane (with
P.Cudazzo).
PLEASE REFER TO THE ATTACHED ARTICLE
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We present a scheme to calculate exciton dispersions in real materials that is based on the first-principles
many-body Bethe-Salpeter equation. We assess its high level of accuracy by comparing our results for LiF with
recent inelastic x-ray scattering experimental data on a wide range of energy and momentum transfer. We show
its great analysis power by investigating the role of the different electron-hole interactions that determine the
exciton band structure and the peculiar “exciton revival” at large momentum transfer. Our calculations for solid
argon are a prediction and a suggestion for future experiments. These results demonstrate that the first-principles
Bethe-Salpeter equation is able to describe the dispersion of localized and delocalized excitons on equal footing
and represent a key step for the ab initio study of the exciton mobility.
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I. INTRODUCTION

The study of elementary excitations is one of the most
powerful ways to understand, predict, and tune the properties
of materials. In particular, excitons, i.e., collective low-
energy excitations involving the creation of electron-hole
(e-h) pairs, are of paramount importance in elucidating the
role of light absorption in, for example, the photovoltaic
or photocatalytic process.1 Traditionally, excitons have been
modeled following basic approximations, namely, the Frenkel
and Wannier exciton models, which describe the two limiting
cases of tightly and weakly bound e-h pairs, respectively.2,3 In
most cases, however, interesting situations are intermediate
between these two limits and model descriptions rapidly
become very involved.2–4 In the last couple of decades, instead,
great advances have been obtained in the description of
excitons thanks to many-body perturbation theory (MBPT).5

In particular, the Bethe-Salpeter equation (BSE),6 which is
an effective two-particle equation for the polarizability, can
nowadays be solved in an ab initio framework,7–9 allowing
one to obtain absorption spectra in excellent agreement with
experiments, to perform accurate analysis, and to successfully
predict experimental results.10,11

Optical absorption spectroscopy probes the long-
wavelength limit q → 0. Thus, modern theoretical approaches
for excitons have primarily focused on this q → 0 limit.
However, excitons can carry a finite momentum q and form
a band structure as a function of q. The study of excitons
at finite q and the determination of their band structure are
interesting not only from an academic perspective. Indeed, for
both weakly and tightly bound excitons, their q dispersion
determines the way the e-h pairs propagate inside the crystal
and transport their excitation energy. This property is of crucial
relevance for all applications involving light harvesting,12,13

and also provides fundamental knowledge about exciton
mobility and migration.14

The recent progress of scattering experiments such as
electron energy-loss spectroscopy (EELS) or inelastic x-ray
scattering (IXS), both in its resonant (RIXS) and nonresonant
(NIXS) versions, makes it possible to probe electronic exci-

tations at finite, and even large, momentum transfer q with
great accuracy.15,16 Increasing q corresponds with a reduction
in the probed length scale in real space. In fact, IXS and EELS
are unique tools to measure electronic excitations that are
dipole forbidden and thus not visible in optics. Typical ex-
amples are intra-atomic d-d excitations in strongly correlated
transition-metal oxides17–19 or longitudinal p-like excitons in
sp cubic crystals.2,3,9 In addition, the new electron microscopes
are able today to reach very high spatial resolution (well
under 1 nm) for the loss spectroscopy,20–22 which, in order
to be investigated from the theoretical point of view, requires
the knowledge of the dielectric function not at just q = 0,
but at many q’s, in order to Fourier transform back in real
space. Concerning theory, however, ab initio simulations lie
a long way behind experiments. Besides a few pioneering
examples dealing with a small q range or core excitations,23–31

excitons in the range of large momentum transfers remain
largely unexplored by first-principles approaches.

The present work closes the gap with experiment. The
extension of the Bethe-Salpeter equation to finite momentum
transfers makes it possible to describe and understand the
exciton dispersion well beyond the first Brillouin zone. In
order to illustrate the accuracy and the great power of analysis
of the BSE, we have considered two prototypical materials
displaying bound excitons: lithium fluoride, for which recent
high-quality experiments are available,23,32–34 and solid argon,
for which our spectra represent a prediction for future measure-
ments. We show that, beyond model approaches, the ab initio
BSE is able to simultaneously deal with strongly and weakly
bound excitons, in a range of q vectors well beyond the optical
limit. Moreover, the BSE formalism allows us to understand in
a simple manner the exciton dispersion in terms of competing
effects deriving from the electron band dispersion and the e-h
interactions. The agreement with experiments in LiF is very
good across the whole momentum-energy range, including
the peculiar “exciton revival” at large q, which we explain as a
genuine many-body effect. In summary, these results illustrate
the accuracy and the power of the BSE to study the exciton
dispersion in a wide variety of materials, as well as to support

155113-11098-0121/2013/88(15)/155113(7) ©2013 American Physical Society
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and guide new experiments. The article is organized as follows:
in Sec. II, we present the formula involved in the BSE (with
finite momentum transfer) and, in Sec. III, the computational
details; Sec. IV shows results and analysis for LiF, while Sec. V
presents predictions for solid argon.

II. BETHE-SALPETER EQUATION AT FINITE
MOMENTUM TRANSFER

The Bethe-Salpeter equation (BSE), based on the GW
approximation (GWA) of the self-energy, reads5

L(1,2,3,4)

= L0(1,2,3,4) +
∫

d5678L0(1,2,5,6)[v(5,7)δ(5,6)δ(7,8)

−W (5,6)δ(5,7)δ(6,8)]L(7,8,3,4), (1)

where (1) is a shorthand notation for position, time, and
spin (r1,t1,σ1), L is the two-particle correlation function, L0

is its independent-particle version, v is the bare Coulomb
interaction, and W is its statically screened version calculated
in the random-phase approximation.

The Dyson-like Eq. (1) can be reformulated10,11 as an
eigenvalue problem by introducing the excitonic Hamiltonian
Hexc written on a basis of electron-hole transitions35 t :
(n1k1) → (n2k2). According to the band index n being an
occupied state (v) or an occupied state (c), these are classified
as resonant transitions, (v,k − qr) → (c,k), or antiresonant
transitions, (c,k) → (v,k + qr), where the momentum transfer
qr belongs to the first Brillouin zone. The matrix elements are
then

〈t |Hexc|t ′〉 = Etδt,t ′ + 〈t |v − W |t ′〉, (2)

where Et is the energy associated to the transition (calculated
in GWA), and

〈t |v|t ′〉 = 〈n1k1n2k2|v|n′
1k′

1n
′
2k′

2〉
=2δM

∫
drdr′φ∗

n2k2
(r)φn1k1 (r)v(r,r′)φn′

2k′
2
(r′)φ∗

n′
1k′

1
(r′),

(3)

〈t |W |t ′〉 = 〈n1k1n2k2|W |n′
1k′

1n
′
2k′

2〉
=

∫
drdr′φ∗

n2k2
(r)φn′

2k′
2
(r)W (r,r′)φn1k1 (r′)φ∗

n′
1k′

1
(r′)

(4)

are the repulsive exchange electron-hole (e-h) interaction and
the direct e-h attractive interaction, respectively. In Eq. (3),
δM = 1 for the singlet channel and δM = 0 for the triplet. In
this basis, Hexc takes a block matrix form,

Hexc =
(

R KR,A

KA,R A

)
. (5)

When the off-diagonal coupling terms K are set to 0, the
Tamm-Dancoff approximation (TDA) is retrieved.

In the long-wavelength limit qr → 0, A = −R∗ and
KA,R = −[KR,A]∗. The diagonal blocks A and R are Hermi-
tian and the coupling blocks K are symmetric. For a generic
momentum transfer qr �= 0, the antiresonant block A can no
longer be obtained from the resonant block R (A �= −R∗) and

the coupling terms are no longer symmetric. This doubles the
computational cost of calculating Hexc.

From the solution of the eigenvalue problem,

Hexc(qr)Aλ(qr) = Eλ(qr)Aλ(qr), (6)

where we have made explicit the dependence on the mo-
mentum transfer qr, one can obtain the inverse macroscopic
dielectric function ε−1

M . In the TDA, one has

ε−1
M (q,ω) = 1 + 8π

q2

∑
λ

∣∣ ∑
t A

t
λ(qr)ρ̃t (q)

∣∣2

ω − Eλ(qr) + iη
, (7)

where q = qr + G0 is the desired momentum transfer, G0 is a
reciprocal lattice vector, and ρ̃t (q) = 〈φvk−qr |e−iqr|φck〉 is the
oscillator strength. The loss function −Imε−1

M can be compared
with EELS or IXS spectra.

Alternatively, if the Coulomb interaction v in the BSE is
replaced by a modified interaction v̄ that in the reciprocal
space is equal to v for all the G components but G0 for which
v̄(G0) = 0, then from the solution of the excitonic eigenvalue
problem, one obtains the macroscopic dielectric function εM :

εM (q,ω) = 1 − 8π

q2

∑
λ

∣∣∑
t A

t
λ(qr)ρ̃t (q)

∣∣2

ω − Eλ(qr) + iη
. (8)

For simplicity, the notation is not modified with respect to
Eq. (7), but here it is understood that Aλ and Eλ are the
solution of the BSE with a modified Coulomb interaction
v̄. The long-range component of v that is omitted in v̄ is
responsible for the splitting at q = 0 between longitudinal
and transverse excitons in sp cubic crystals.2,3,9 In the q → 0
limit, ImεM calculated from Eq. (8) gives the absorption
spectrum (in which only transverse excitons are visible). At
large momentum transfer, the long-range component of v

becomes less and less important, since increasing q means
probing a shorter length scale in real space. Moreover, at large
momentum transfer,

−Imε−1
M (q,ω) = ImεM(q,ω)

[ReεM(q,ω)]2 + [ImεM(q,ω)]2

→ ImεM(q,ω), (9)

since ReεM → 1 and ImεM is small compared to 1.
Besides the spectrum, the solution of the BSE allows

a straightforward analysis, for instance by visualizing the
exciton wave function of the e-h pair in real space, e.g., for
q = 0:

�λ(rh,re) =
∑

t

At
λφvk(rh)φck(re). (10)

A. Comparison with the independent-particle picture

In order to have a clear idea about how the excitonic
effects (or the many-body effects) are taken into account in a
theory that uses an independent-particle basis [such as density-
functional theory (DFT) Kohn-Sham], it is useful to write
the analogous equation of Eq. (8) for an independent-particle
system:

εM (q,ω) = 1 − 8π

q2

∑
t

|ρ̃t (q)|2
ω − εt + iη

. (11)
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The similarity is striking: in the latter formula, the (inde-
pendent) transitions are summed up in a simple way, and
their contribution to the final spectrum can only be in the
energy range of the energy transition. In Eq. (8), instead, the
transitions do not add up in a simple way, but they are mixed
all together, via the eigenvectors of the excitonic Hamiltonian
At

λ(qr), giving contribution to every exciton (every λ).

III. COMPUTATIONAL DETAILS

We have calculated the ground state of LiF and Ar using
density-functional theory36 within the local-density approx-
imation (LDA),37 using norm-conserving Troulliers-Martins
pseudopotentials38 in a plane-wave approach. In LiF, the
energy cutoff is 40 Hartree, and we use a 12 × 12 × 12
�-centered k-point grid. In Ar, the cutoff is also 40 Hartree
and a finer grid with 4000 inequivalent k points is needed.
In LiF, we have corrected the LDA band structure with a
scissor operator of 6.05 eV for the band gap, and stretching the
valence-band energies by 15% and conduction bands by 2%.
These corrections bring the LDA band structure into agreement
with photoemission.8,24 Analogously, the scissor correction is
6.6 eV in Ar.39 BSE spectra are converged with 20 bands for
LiF and 10 bands for Ar. The TDA that is employed for those
spectra (see Sec. II) has no influence on the bound excitons.
The effect of the coupling is mainly visible for the plasmon
peak and becomes more important at larger q. In the analysis
of the exciton band dispersion in Fig. 4, a 4 × 4 × 4 k-point
grid is used with three occupied and one unoccupied bands.

IV. LITHIUM FLUORIDE

NIXS measures the dynamic structure factor S(q,ω) that is
proportional to the loss function −Imε−1

M (q,ω) (the latter can
be equivalently obtained also by EELS):40 S(q,ω) = −q2/

(4π2n)Imε−1
M (q,ω) (n is the average electron density). The

inverse of macroscopic dielectric function ε−1
M can be directly

calculated from the BSE, as seen in Sec. II.
In Fig. 1, we compare our BSE calculations (right panel)

with experiment32 (left panel) for the dynamic structure
factor of LiF over a wide range of energies (vertical axis)

and momentum transfers (horizontal axis) along the �X

direction.41 We observe (i) a tightly bound exciton, dispersing
around 14 eV (the quasiparticle band gap lies between 14.98
and 16.17 eV) with a modulation in intensity until ∼6�X,
and (ii) the valence plasmon at ∼23 eV, which fades out with
increasing q. The agreement between theory and experiment
is very good, both for the main features and for the fine
structures in the spectra, generalizing previous results at
selected q < 1.5�X.23,24 Here we focus on the bound exciton,
which is mainly formed by e-h pairs from the three F 2p

valence bands and the first Li 2s conduction band. In the
optical limit, the two degenerate transverse excitons are seen
in the absorption spectrum.8,9,42 The third longitudinal exciton
is visible in IXS at finite q along �X. The diagonalization of
the excitonic Hamiltonian can also be achieved along different
q directions, giving rise to a full description of the exciton
band structure, as we show in Fig. 2. Thus, BSE calculations
can complement experiments and obtain the band dispersion
even for the excitons that are not visible in the spectra, but
can be important, e.g., as deexcitation channels. For example,
this is the case of the transverse excitons along �X. In other
less symmetric directions such as �W , we find that both
longitudinal and transverse branches become visible at the
same time, confirming previous expectations2 and very recent
results.33

Inspection of the exciton wave function �(re,rh)
[see Eq. (10)] at q = 0 reveals that, consistently with the large
binding energy, each e-h pair is confined in a small volume
of the crystal. We plot in Fig. 3 the wave function of the first
exciton of LiF at q = 0. This is defined as the probability
distribution for the electron when the hole has been placed in
rh. We report here the singlet (confirming the picture obtained,
e.g., in Refs. 9 and 42) and the triplet low-lying excitation. It
is worth highlighting three points: (i) even though the exciton
is centered on the fluorine atom where the hole is fixed, it
is delocalized over several primitive cells; (ii) the electron
distribution, in addition, is not only localized on the same
fluorine atom, but also on the nearest- and second-nearest-
neighboring fluorine atoms, avoiding the lithium atoms, even
though the empty 2s state of lithium is available, which shows
how the physical picture can be counterintuitive if we rely only

FIG. 1. (Color online) Dynamic structure factor of LiF as a function of energy (vertical axis) and momentum transfer q (horizontal axis)
along �X in units of �X. Left panel: Experimental data from Ref. 32. Right panel: Bethe-Salpeter calculations. The absolute scale for theoretical
data is reported, but none is available for experimental data.

155113-3



MATTEO GATTI AND FRANCESCO SOTTILE PHYSICAL REVIEW B 88, 155113 (2013)

FIG. 2. (Color online) Exciton band structure of LiF. Three directions are investigated: �X, �K , and �W .

on a one-particle approximation; and (iii) the triplet exciton
wave function shows a very similar picture as the singlet,
with the electron distribution again localized on F atoms and
not on Li atoms. This shows that the exchange electron-hole
interaction is not qualitatively affecting the nature of the
exciton.

In order to get a deeper understanding of the excitonic
interactions at play in LiF, we can have a critical look at the
energy-momentum map of S(q,ω) in Fig. 1 in the exciton
region (13 < ω < 15 eV), and ask the following series of
questions: (i) Why does the dynamical structure factor fade
for high q? (ii) What is the origin of the exciton dispersion?
(iii) Why does the intensity of the exciton increase with q up
to 1�X, disappear, and come back stronger than before up to
3�X, to finally decay? It is easy to first answer question (i),
for the decay of the independent-particle oscillator strengths
ρ̃t (q) with increasing q.

Question (ii) requires a deeper analysis, which is sum-
marized in Fig. 4(a). The top-left panel represents the full
ab initio calculation within a minimal model that includes F
2p and Li 2s bands; the top-right panel is a calculation in which
we have artificially suppressed the band dispersion (same

energy for every k). The latter situation corresponds to the
description that would be given by the simple Frenkel exciton
model. Bottom panels are the equivalent triplet calculations,
i.e., there is no e-h exchange interaction [v term in Eq. (2)].
Finally, in the bottom-right spectrum, the exciton dispersion
is given only by e-h direct interaction W . Such dispersion,
though small, precludes considering the overlap between wave
functions localized on different atoms negligible in LiF.43 The
biggest contribution to the final exciton dispersion derives
from the true electronic band dispersion [which gives Eλ(q)
a curvature that is opposite to the one obtained with the “flat
bands” model], as can be seen by comparing the two top panels.
This also implies that the necessary condition for simplified
models to properly describe the exciton dispersion in LiF is to
take into account (implicitly or explicitly) the electronic band
dispersion.4,32,33 It is interesting to compare also the triplet
with the singlet, in order to directly evaluate the e-h exchange
term, which has the effect of tempering the exciton dispersion,
which otherwise would become too big. The final bandwidth
of the exciton is 0.67 eV. Our ab initio calculations directly
reproduce the experimental results and provide the tools for
their analysis. It is worth noting that this analysis would be

FIG. 3. (Color online) (a) Exciton wave function of LiF, when the hole is on top of the fluorine atom (violet in the center of the cell).
(b) Cut along the [111] direction of the exciton wave function. (c) Same as (b), but for the triplet excitation. The physical picture is unchanged.
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FIG. 4. (Color online) (a) Exciton dispersion in LiF in a minimal F 2p and Li 2s model with “flat bands” or with the full band dispersion
for the singlet and the triplet. (b) Cumulative function C

q
λ (E) for the bound exciton in LiF as a function of the e-h transition energy E (see text)

for the intensity maxima at q = �X and 3�X, and for the minimum at q = 1.5�X (see Fig. 1).

very difficult by using simple models, such as Frenkel (that
would hardly capture the band dispersion, which is the main
cause of the exciton dispersion) or Wannier (that would impose
the same parabolic dispersion to all excitons).

We can now tackle question (iii), which involves the
important modulation of the exciton intensity (see Fig. 1).
The exciton peak has a maximum at q ∼ �X; then it almost
disappears before having a second and stronger maximum
at q ∼ 3�X (beyond this point the intensity decreases until
the exciton definitively disappears). In order to explain this
“exciton revival” at large q, we analyze the numerator of
Eq. (7). The modulation in intensity for q < 3�X cannot be
explained by considering separately ρ̃t (q) and the eigenvectors
At

λ(q). In fact, their behavior does not show a clear pattern as
a function of q. Instead, we find that only by analyzing the
ρ̃tAt

λ(q) product as a whole is it possible to understand such
an exciton revival. Indeed, the intensity of the exciton peak is
determined by the constructive coherent superposition of the
oscillator strengths from the different e-h configurations that
form the excitonic state. To visualize explicitly the building up
of the exciton as a function of the e-h transitions of energies
Et , in Fig. 4(b) we represent the cumulative function44

C
q
λ (E) =

∫ E

0
dω

∑
t

At
λ(q)ρ̃t (q)δ(ω − Et ), (12)

for three representative q = �X, 1.5�X, and 3�X. First of all,
we realize that to quantitatively reproduce the intensity of the
calculated spectrum, we have to take into account transitions
spanning a wide energy range of at least ∼5 eV. Moreover,
for the two maxima of spectral intensity at q = �X and 3�X,
we see that different e-h transitions are always summing up
constructively and, as a consequence, C

q
λ (E) is an increasing

function of the energy E. Instead, for the minimum at
q = 1.5�X, the superposition of the different e-h configu-
rations is constructive up to E = 18 eV, but then it becomes
destructive for e-h transitions at higher energies, which leads
to a reduction in the final intensity of the peak. This analysis
illustrates once more the many-body character of a collective

excitation such as an exciton, which cannot be captured by any
independent-particle picture.

V. ARGON

In view of the very good agreement with experiment for
LiF, we now move to solid argon for which our calculations
(see Sec. III) represent a prediction for future measurements.
Argon is a textbook material that has been studied extensively
in the past2,39,45–50 for its absorption spectrum that shows a
hydrogenlike bound-exciton series in which the n = 1 exciton
has a strongly localized character and the higher excitons
n � 2 are more delocalized.51 The energy-momentum
dispersion map represented in Fig. 5 fully discloses the
richness of the excitation spectrum beyond what can be seen in
the optical limit. First of all, we see that from the experimental
point of view, one should preferably make the measurement
at q = 3�X, where the peaks are the most intense. At this
momentum transfer, there are two prominent excitons at 13.8
and 15.4 eV, i.e., inside the band gap (which is marked by
the white line in Fig. 5) and in the e-h excitation continuum,

FIG. 5. (Color online) Dynamic structure factor of solid argon
as a function of energy (vertical axis) and momentum transfer q
(horizontal axis) along �X in units of �X: predictions from the
Bethe-Salpeter equation. The white line is the quasiparticle direct
band gap as a function of q. The dots mark the dispersion of two
excitons located between the two most prominent peaks.
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respectively. The bound exciton, which corresponds to
most intense n = 1 peak in the absorption spectrum, has a
dispersion that recalls that of the lowest-energy exciton in
LiF, while the dispersion of the resonant exciton at higher
energies has an opposite curvature and is more intense outside
the first Brillouin zone. In the energy range between these two
excitons, several other weaker features appear (some of them
are dipole forbidden and hence not visible in the absorption
spectrum). In Fig. 5, the most intense among them are marked
by the small dots. We find that the various exciton branches
have a large bandwidth (up to 1 eV) and they show different
dispersions. This is in contrast to the simple Wannier model in
which the exciton energy levels of the Rydberg series should all
have the same dispersion. We thus see that the first-principles
BSE is able to describe at the same time the dispersion of a
large variety of excitons, as shown here in solid Ar, from the
more localized n = 1 exciton to the more delocalized resonant
excitons. This would be very hard to achieve using a single
model.

VI. CONCLUSIONS

In conclusion, we have shown how the ab initio Bethe-
Salpeter equation is able to accurately describe the dispersion
of plasmons and localized and delocalized excitons on equal
footing. We have calculated the band structure of visible and
dark excitons in LiF and analyzed its behavior in terms of com-

peting electron-hole interactions. Our results for solid argon
are a prediction for future experiments. This work opens the
way for a large variety of applications, from the investigation of
vertex corrections beyond the GW approximation for spectral
properties to the study of dispersion of orbiton excitations in
transition-metal oxides,52 and represents a fundamental step
towards an ab initio analysis of exciton propagation in real
materials.13
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By solving the many-body Bethe-Salpeter equation at finite momentum transfer, we characterize the exciton
dispersion in two prototypical molecular crystals, picene and pentacene, in which localized Frenkel excitons
compete with delocalized charge-transfer excitons. We explain the exciton dispersion on the basis of the
interplay between electron and hole hopping and electron-hole exchange interaction, unraveling a simple
microscopic description to distinguish Frenkel and charge-transfer excitons. This analysis is general and can
be applied to other systems in which the electron wave functions are strongly localized, as in strongly correlated
insulators.

DOI: 10.1103/PhysRevB.88.195152 PACS number(s): 71.35.−y, 71.15.Qe, 78.40.Me

Excitons are neutral electronic excitations that dominate
the low-energy part of the optical spectra in insulators and
semiconductors. They consist of bound electron-hole (e-h)
pairs that can be excited in several ways: by absorption
of light and by relaxation of free electrons and holes after
optical or electrical pumping. They play an essential role
in many semiconductor applications (e.g., for light-emitting
diodes, lasers, and photovoltaic cells) and give rise to the
rich field of Bose-Einstein exciton condensates.1–3 In all these
cases it is fundamental to understand the decay rate and the
propagation of the excitons. The latter is directly related to
their energy dispersion as a function of momentum transfer.
Recent advances in loss spectroscopies make it possible to
map out the full momentum-energy exciton dispersion.4–7

On the other hand, the interpretation of these experimental
spectra requires first-principles theoretical approaches able
to describe and analyze excitons at finite momentum trans-
fer. The Bethe-Salpeter equation (BSE) from many-body
perturbation theory has become the most accurate frame-
work to describe excitonic effects in the optical spectra of
many materials.8,9 However optical spectroscopy probes the
zero-momentum-transfer limit only. Therefore first-principles
analysis of the exciton dispersion is still an important goal to
reach.

Molecular crystals represent a textbook case10,11 that clearly
illustrates the need for advanced theoretical tools to understand
the exciton dispersion. Typically, the lowest-energy excited
states in these materials are strongly localized Frenkel (FR)
excitons, where the interacting e-h pairs are localized on the
same molecular unit. Charge-transfer (CT) excitons, in which
e-h pairs are delocalized on different units, usually appear at
higher energies in the spectra. However, when the molecular
units are large enough, the effective interactions for e-h pairs
localized on the same site or on two different sites become
comparable and either CT or FR excitons can occur. Under
these conditions many-body effects become crucial to set the
character of the excitons and an ab initio treatment of the e-h
interactions is thus required.

In the present work we solve the BSE at finite-momentum
transfer12–14 to investigate two prototypical isoelectronic
molecular crystals: picene and pentacene (see Fig. 1). By
switching on the different e-h interactions step by step and
analyzing their effects, we are able to draw a general picture
of the exciton dispersion. We show that while the dispersion
of FR excitons is set by the exchange e-h interaction, the
dispersion of CT states is mainly related to the electronic band
structure. Our conclusions have a general validity that holds in
all systems in which the electron wave functions are strongly
localized.

The BSE excitonic Hamiltonian in the basis of wave
functions localized on the molecular units can be written as

Ĥex =
∑

Ri,Sj

he
Ri,Sj a

†
RiaSj −

∑

Ri,Sj

hh
Ri,Sj b

†
RibSj

+
∑

Ri,Sj,Pl,Qm

(
2v̄

Sj,Pl

Qm,Ri − W
Sj,Pl

QmRi

)
a

†
Rib

†
QmbSj aPl . (1)

Here a† (a) and b† (b) are creation (annihilation) operators for
electrons and holes, and the boldface and italic letters indicate
the lattice vector and the molecular unit in the primitive cell,
respectively. he and hh are the one-particle Hamiltonians for
the motion of free electrons and holes, which are described by
the band structure calculated in the GW approximation.15 The
BSE kernel is given by the sum of 2v̄, which includes only
the G �= 0 reciprocal-space components of the bare Coulomb
interaction v and the statically screened Coulomb interaction
W . The matrix elements of v̄ and W enter the BSE kernel as
exchange and direct e-h interactions, respectively.

Due to the strong localization of the electronic wave
functions on the molecular units, it is possible to neglect the
overlap integrals between wave functions localized on different
molecules. Under this condition the excitonic Hamiltonian
Ĥex, Eq. (1), takes a simple block form, being the sum of three
terms: ĤFR and ĤCT, which describe FR and CT excitons,
respectively, plus a coupling term, ĤCT-FR, which originates
from hopping processes of independent e-h pairs and is related

195152-11098-0121/2013/88(19)/195152(5) ©2013 American Physical Society
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Pentacene

Picene

FIG. 1. (Color online) Molecular units of picene and pentacene.

to the band dispersion.16 Since ĤCT-FR is responsible for
scattering processes of an electron (or a hole) from site to
site, it gives rise to a mixing between FR and CT states.

In the first stage, we neglect ĤCT-FR by setting the band
dispersion to 0. The two Hamiltonians ĤFR and ĤCT are
thus completely decoupled. In pentacene the lowest excited
state involves mainly bands deriving from HOMO-LUMO
molecular levels. Considering only these bands, the excitonic
Hamiltonian simplifies further, becoming diagonal in the
band indexes. Excitons in this case can be described using
a simple two-level tight-binding model with two molecules in
the unit cell.16 The eigenstates of the excitonic Hamiltonian
consist of pure FR and CT states which can be symmetric
or antisymmetric (±) with respect to the exchange of an e-h
pair between two inequivalent molecules. The energy of FR
excitons is

EFR±
ex (q) = �ε − W + I(q) ± |J (q)|. (2)

Here �ε is the GW HOMO-LUMO gap, W is the on-site
term of the direct e-h interaction W , and I and J are the
excitation transfer integrals17 stemming from the exchange
e-h interaction v̄ and are related to scattering processes of an
e-h pair between two equivalent and inequivalent molecules,
respectively. On the other hand, the energy of CT excitons is
given by

ECT±
ex (q) = �ε − W̃, (3)

where W̃ are the attractive intersite contributions to the direct
e-h interaction W .

In order to confirm the validity of this simple model
description, we solve the ab initio BSE in pentacene,18

considering only transitions between HOMO-LUMO bands
in which we artificially set the dispersion to 0. We relax
these constraints later. We calculate the optical absorption
spectrum, given by the imaginary part of the dielectric function
ε2(ω) in the q → 0 limit. In the absence of e-h interactions
[v̄ = W = 0 in Eq. (1)], the spectrum has only a single peak
located at the HOMO-LUMO gap �ε [see Fig. 2(a)]. In a
molecular picture this means that all the e-h excitations become
degenerate, and for a given position of the hole, the electron is
delocalized everywhere. The effect of the repulsive exchange
e-h interaction v̄, when W = 0, is to shift the FR states at higher
energies and to remove the degeneracy between symmetric

ε 2(ω
)
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FIG. 2. (Color online) Absorption spectrum of pentacene (along
a∗) where only transitions between HOMO-LUMO bands with zero
dispersion are considered. The BSE is solved by (a) neglecting
both the direct and the exchange e-h interactions (v̄ = W = 0);
(b) including only the exchange e-h interaction (W = 0); (c) including
only the direct e-h interaction (v̄ = 0); (d) and including both the
direct and the exchange e-h interactions W and v̄.

and antisymmetric FR states [see Fig. 2(b)], i.e., to induce
a Davydov splitting. In particular, we see that along a∗ the
more intense FR− peak is located at a lower energy than
FR+11. On the contrary, CT states do not feel the exchange e-h
interaction [see Eq. (3)] and their energy remains unchanged
[compare Figs. 2(a) and 2(b)]. If instead we take into account
only the direct e-h interaction W with v̄ = 0 in Eq. (1), all
the peaks are red-shifted with respect to the noninteracting
case [compare Figs. 2(a) and 2(c)]. Since the on-site W is
always larger than W̃ , the FR exciton has a lower energy than
the CT excitons [see Fig. 2(c)]. Moreover, the CT excitons
are no longer degenerate: in fact the direct e-h interaction W

depends on the e-h separation and thus different CT excitons
are determined by different intersite matrix elements W̃ . On
the contrary, since v̄ = 0 the degeneracy between symmetric
and antisymmetric states is preserved. Finally, we take into
account both W and v̄ [see Fig. 2(d)]. The exchange e-h
interaction v̄ is felt only by the FR exciton, hence the energy
difference between FR and CT states is reduced. In pentacene
the exchange e-h interaction is so strong that when v̄ is added
to W , both symmetric and antisymmetric FR excitons skip
above the lowest CT exciton [compare Figs. 2(c) and 2(d)]. As
a consequence, in pentacene the lowest-energy excited state
in the absence of hopping is a pure CT exciton. This does
not happen in picene, for instance, where the exchange e-h
interaction is not large enough to compensate for the effect of
the direct on-site W and the lowest-energy excited state is a
pure FR exciton.

In the tight-binding picture the exciton dispersion is caused
by the scattering of the e-h pair from site to site. In general,
scattering processes are induced by hopping through the
interaction of an electron (or a hole) with the crystal field
or through the effective e-h interaction. However, when the

195152-2



FRENKEL VERSUS CHARGE-TRANSFER EXCITON . . . PHYSICAL REVIEW B 88, 195152 (2013)

Γ X
Momentum transfer 

1

1.5

2

2.5

3

3.5

4

E
ne

rg
y 

(e
V

)

Γ Y

(a) (b)

a axis b axis
* *

CT

FR
-

FR
+

CT

FR
-

FR
+

Γ X
Momentum transfer

1.5

1.6

1.7

1.8

1.9

E
ne

rg
y 

(e
V

)

Γ Y

(c) (d)

* b axisa axis

(CT+FR)
+

(CT+FR)
-

*

FIG. 3. (Color online) Exciton dispersion in pentacene: (a, b)
without hopping and (c, d) including the full band dispersion. Solid
and dashed black lines in (c) and (d) refer to excitons related to the
coupling between the FR and the lowest CT states. Red, green, and
blue lines are other excitons related to the coupling between the FR
and the higher-energy CT states.

overlap between wave functions localized on different sites
is negligible, the direct e-h interaction W cannot induce
site-to-site scattering processes. Indeed in Eqs. (2) and (3)
both W and W̃ are independent of the momentum transfer q.
Therefore, in the absence of hopping the exciton dispersion is
set only by the exchange e-h interaction v̄. This is confirmed by
solving the BSE in pentacene with zero hopping as a function
of the momentum transfer q [see Figs. 3(a) and 3(b)]. Since
they are not affected by the exchange e-h interaction v̄, pure
CT excitons do not disperse. On the contrary, both symmetric
and antisymmetric FR excitons have a finite dispersion.
Therefore the exciton dispersion provides an immediate way
to distinguish FR from CT excitons. In particular, for q along
the reciprocal-lattice axis a∗ the FR+ state has an exciton
bandwidth of ∼0.4 eV, which is ∼0.1 eV for the FR− state
[see Fig. 3(a)]. This suggests that the exchange e-h processes
involving equivalent and inequivalent molecules compensate
each other in the antisymmetric state, I(q) and J (q) having
opposite signs for FR− excitons [see Eq. (2)]. On the other
hand, for q along b∗ [see Fig. 3(b)] the dispersion is negligible.

To investigate the effects of hopping of free electrons and
holes, we relax the constraint of flat bands and we solve the

BSE including the full dispersion of the HOMO-LUMO bands.
First, through its q dependence, the hopping induces a finite
dispersion of CT states [which otherwise is 0; see Figs. 3(a) and
3(b)] and modifies the intrinsic dispersion of FR excitons given
by I(q) and J (q) [see Eq. (2)]. Moreover, switching on the
hopping induces a mixing of FR and CT states (the coupling
term ĤCT-FR is no longer 0): in a real material the excited
states are always a mixture of the two excitonic solutions. The
hopping hence removes the degeneracy between symmetric
and antisymmetric CT states, giving rise to two mixed excitons,
with symmetric (CT + FR)+ and antisymmetric (CT + FR)−
character. The mixing between CT and FR excitons is stronger
when the hopping is larger and when the energy difference
between pure CT and FR states is lower. The e-h exchange
interaction, through the terms I(q) and J (q) in Eq. (2),
changes the energy difference between pure FR and CT
excitons as a function of q. In turn, this variation of their
separation modulates the mixing effect due to hopping (which
is larger when the excitons get closer in energy). We thus see
that the exchange e-h interaction, through hopping, also has
an (indirect) effect on CT excitons.

Therefore, from this general analysis we can conclude that
the exciton dispersion in molecular crystals arises from the
interplay between hopping and the exchange e-h interaction.
The ab initio BSE results confirm these conclusions. We find
[see Figs. 3(c) and 3(d)] that the lowest exciton in pentacene,
at 1.55 eV at q = 0, is a (CT + FR)− state. It is related to the
lowest CT exciton in Figs. 3(a) and 3(b). The corresponding
symmetric (CT + FR)+ state is at 1.76 eV at q = 0, giving
a Davydov splitting of 0.2 eV. Between these two excitons,
other combinations of FR and CT excitons appear. The width
of the dispersion of these (CT + FR)± states varies between
0.05 and 0.20 eV, which is rightly the order of magnitude
of the HOMO-LUMO bandwidths. In particular, the exciton
dispersion is larger along the b∗ axis [see Fig. 3(d)], where
the first exciton has a bandwidth of 0.14 eV, which is about
twice as large as the dispersion along a∗ [see Fig. 3(c)]. This
difference is an indirect effect of the exchange e-h interaction.
Because of it, along a∗ FR excitons have an intrinsic finite
dispersion, which is instead negligible along b∗ [see Figs. 3(a)
and 3(b)]. Therefore, as q increases, FR and CT get farther
apart along a∗, reducing their coupling induced by hopping,
while this does not occur along b∗.

Finally, in Figs. 4(a) and 4(b) we report the spectra of
ε2 as a function of q for pentacene, solving the BSE for a
converged set of bands (so we relax the last constraint about
using only HOMO and LUMO bands). For the lowest-energy
peaks we find the same results as obtained by considering
only the HOMO-LUMO bands [see Figs. 3(c) and 3(d)],
confirming that the HOMO-LUMO bands make by far the
most important contribution to these excitons. The lowest
(CT + FR)− state is visible for a polarization along the a∗ axis,
while its (CT + FR)+ counterpart is visible only along the b∗
axis. Both excitons remain visible up to the � point of the
second Brillouin zone, where their oscillator strengths drop
to 0 and the spectral weight is transferred to higher-energy
(CT + FR) states. Interestingly, at high momentum transfer
along the b∗ axis a new peak appears at an energy lower than
that of the (CT + FR)+ state that determines the onset at q = 0.
This new peak corresponds to the lowest (CT + FR)− exciton,
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FIG. 4. (Color online) Map of the imaginary part of the macroscopic dielectric function ε2 evaluated as a function of the energy (vertical
axis) and momentum transfer (horizontal axis) along (a) the a∗ axis and (b) the b∗ axis of pentacene and along (c) the a∗ axis and (d) the
b∗ axis of picene. Black circles are guides for the eye for the lowest-energy excitons.

which is dipole forbidden at low momentum transfer along the
b∗ axis but becomes visible at larger q.

We can now compare pentacene with picene [see Figs. 4(c)
and 4(d)], in which the lowest excited states are localized
FR excitons. In particular, at q = 0 the symmetric and
antisymmetric FR+ and FR− states are visible along the b∗ and
a∗ axis, respectively, with a Davydov splitting of about 0.02 eV,
which is one order of magnitude smaller than in pentacene.
These lowest excitons, in contrast to pentacene, involve the
contributions of several bands besides the HOMO-LUMO
transitions. The mixing of HOMO-LUMO transitions with
higher-energy excitations makes the contributions from the
direct e-h interaction W larger, while it does not affect the
kinetic term in Eq. (1). As a result, the exciton binding energy
is also increased, giving rise to a strongly localized FR exciton,
well separated in energy from the CT ones. As a consequence,
the mixing with higher-energy CT excitons is negligible in
picene. The lowest excited state thus preserves its intrinsic
FR character and its dispersion is set by the exchange e-h
interaction only. In Figs. 4(c) and 4(d) we see that for small q
belonging to the first Brillouin zone, the FR− exciton has
a positive dispersion, while the FR+ state has a negative
dispersion. For both excitons the bandwidth is about 0.02 eV,
which is one order of magnitude smaller than in pentacene,
suggesting that in the two systems the mechanism of the
exciton dispersion is completely different.

The traditional interpretation of electroabsorption
experiments26,27 suggests that the lowest excited state in
pentacene is an FR exciton, in seeming contrast with our
analysis. In fact, the electroabsorption signal shows different
behavior for FR and CT states. Its shape thus identifies
unequivocally the exciton character when this is a pure FR or
CT state. However, the interpretation of the electroabsorption
spectra is rather complicated in real materials, where the

excitons are always a mixture of the two configurations.
On the other hand, our results are in good quantitative
agreement with recent electron energy-loss spectroscopy
(EELS) experiments.28,29 While an exciton band structure
with bandwidths of about 100 meV has been observed for
pentacene, picene has not shown a measurable dispersion for
q belonging to the a∗b∗ plane. The present work thus provides
the tools for interpretation of these recent experimental results
also.

In conclusion, by combining ab initio many-body BSE
calculations for picene and pentacene with a simple model
interpretation, we have drawn a general picture of the exciton
dispersion in molecular crystals. We have shown that the
exciton dispersion is the result of the interplay between two
mechanisms: electron and hole hopping and the electron-
hole exchange interaction. The investigation of the exciton
dispersion provides valuable insights into the nature of the
excitons, allowing one to tell the difference between localized
FR excitons and delocalized CT excitons. This analysis is of
general validity and can be exploited to describe other strongly
correlated insulators with localized electronic wave functions.
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Chapter 7

Software-related Management Coordination

ALONGSIDE with the research activity, the coordination (and active development) of the
two ab initio codes DP and EXC, also represents a big portion of my everyday work.
In particular, together with the developement of new features to be implemented, I ex-
tensively worked for the porting of the codes on massively parallel machines. The com-

plexity of Teraflop/s (and today Petaflop/s) system architectures and the simulations who should
exploit it represent a real challenge.

It is not possible to tackle this challenge without a multi-scale interdisciplinary approach. As a
scientist, I have to create synergy with HPC (High Performance Computing) computer scientists
and numerical analysts. To achieve that I have adopted a triple strategy: i) on one side I have
established a (now long-standing) collaboration with the Maison de la Simulation, a laboratory of
five partners (CEA, CNRS, INRIA, University of Orsay and University of Versailles-St.Quentin)
whose aim is to support and stimulate the scientific community in order to get the best out of
supercomputers; ii) on the other, we work with the most important European partnership, like
PRACE, for the development of codes working on parallel machines, Graphics accelarator, MIC,
etc.; iii) finally, we apply for national and regional grant in order to buy and maintain a local
cluster, crucial for our work, highly centered on fundamental developement.

The outcomes of the first strategy was the establishement of a collaboration between the Mai-
son de la Simulation and our group, useful for our next projects. This collaboration permitted a
2-years post-doc (who benefited of the EuroTalent grant) to work on spectroscopic properties of
CuO, and, also thanks to 18-months enginneer time, the porting of DP and EXC codes on the
GENCI machines (national supercomputing centres).

The second strategy lead to the Preparatory Access project (pa20101148) that I have coordinated
and whose aim was the porting of the DP code to the new generation GPU’s graphic processors.
Main goal of this PRACE project was to evaluate how GPU could speed up Linear Response
TDDFT code DP. Profiling analysis of the code has been done to identify computational bottle-
necks to be delegated to the GPU. Results showed that one can reasonably expect about 10 times
speedup on the total execution time, depending on the structure of the input and the size of used
datasets, and speedups up to 16 have been observed for some cases [69]. More details about it can
be found in the Appendix B.

The third action, culminated in 2 regional grants, CNANO SIMULEE and OXYMORE ES-
GPU, that have permitted to buy a local cluster (which today counts more than 800 cores, 25
Terabyte of storage, and 4400 Gb of RAM) and to invest in the new generation NVIDIA GPUs
machine.
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Chapter 8

Frontiers Emerging from Exciton
Dispersions

STATE of the art for the calculation of band structures in a wide range of materials (from
sodium to uranium) is today the GW approximation (GWA) of many-body perturbation
theory (MBPT) [17, 115]. In this framework, the self-energy Σ(r, r′, ω), which is a non-
local, non-hermitian and frequency-dependent potential taking into account exchange and

correlation (xc) effects, is approximated by the convolution of the Green’s function G(r, r′, ω) and
the dynamically screened Coulomb interaction W (r, r′, ω) = ε−1(r, r′, ω)v(r, r′). Here v is the
bare Coulomb interaction and ε is the dielectric function, which in the GWA is calculated at the
level of the random-phase approximation (RPA). Since the 1980s the application of the GWA to
real materials has followed a first-order perturbative scheme based on Kohn-Sham (KS) ingredients
[116]. This standard scheme, known as G0W0, improves considerably the results for the band gaps
of semiconductors, which are strongly underestimated using semilocal KS xc functionals [116]. In
the last years, the G0W0 scheme has been largely revisited in order to get rid of the dependency
on the KS starting point (unavoidable in any perturbative approach). An approximate procedure
to reach self-consistency within the GW framework has been proposed: the quasiparticle self-
consistent GW (QSGW ) method [117, 118]. QSGW allows one to solve most of the flaws of
G0W0 at a moderate calculation cost. In particular, situations in which the KS starting point
is not adequate (e.g. for small band-gap semiconductors and some transition-metal oxides [119])
are then cured, bringing a clear improvement with respect to G0W0. However, band gaps are
systematically overestimated by the QSGW method [118]. These errors have been ascribed to
the missing electron-hole interactions in the calculation of W : it was empirically found that by
rescaling by 0.8 the screened interaction W to mimic excitonic effects, the results were improved
with respect to experiment [118, 120, 121]. Different ways of improving upon the GW results
(called “vertex corrections” in the MBPT jargon) have been much debated in literature [41, 122].

8.1 Band-gaps from vertex-corrected W
This issue will constitute part of my next-future work. I plan to systematically investigate, beyond
the state-of-the-artGW approximation, the role of excitonic effects in the screening of the Coulomb
interactionW on band structures and band gaps. This will be possible thanks to the solution of the
Bethe-Salpeter equation (BSE) [115] for the calculation of ε−1. The BSE nowadays can be solved
in an ab initio framework, allowing one to accurately model excitons and to obtain absorption
spectra (i.e. for vanishing momentum transfer q → 0) in excellent agreement with experiments
[115]. Recently we have demonstrated its high level of accuracy and great power of analysis also
for the calculation of ε−1 in a wide range of energy and momentum transfers and for the study of
exciton dispersions well beyond the dipole approximation [113]. Being completely parameter free,
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it is able to predict the full IXS and EELS spectra of materials, without any experimental input
[113, 114].

This important achievement now gives us the opportunity to explore and advance novel fron-
tiers of ab initio simulations. In fact, besides extending the applicability of the BSE to high mo-
mentum transfers, our recently developed method allows a careful analysis of whole spectrum of
excitations entering W . On this basis we expect that a BSE calculation of W will provide a quanti-
tative evaluation of the improvements with respect to the GWA.

The most immediate perspective is then to confirm or dismiss the expectations about the role
played by excitonic effects in W for band structure calculations.

8.2 Addressing fundamental questions to progress our
knowledge

Let’s now discuss, on a more qualitative level, about a long-standing debate that has been animating
the discussions in the electronic structure community: What is the “best” screened interaction
W that we should consider in an electronic system? There are several possibilities, due to the
wide range of approximation that naturally appears in the long procedure to finally describe the
screening, but we can cut out to two main opposite ideas: is it better to construct a screening
which is completely consistent with the level of approximation used, using the self-consistence
scheme for instance, or to rely on the best possible screening, as it would be described by IXS or
EELS experiments? The question is delicate: in the first case we maintain a certain coherence in the
theory, we avoid double counting and the operative procedure is easy to implement; the second
possibility instead relies on the description of the screening not in a self-consistent scheme, but
rather in a one-shot description that however has to be the best possible, with all effects included.
The debate is still very alive, and many partial answers can be given for one or the other solution
[118, 119, 121, 123]. However, very recently, we have carried out a joint work with a group of
experimentalists that gives major hints about the latter solution [124, 125], suggesting that indeed
the best screening to use should be the experimental one. The future work will prove this insight
on the basis of numerical results.

8.3 Reducing dimensionality

The recent work on exciton dispersion has opened the way to the study of a new class of materials
for photovoltaics, i.e. system with reduced dimensionality. We plan then to analyze and discuss
in details the exciton dispersion in those systems, in particular layered systems and nanotubes. It
has been recently shown [126–129] that the low dimensionality of the carbon nanotubes can lead
to theoretical record efficiency of 42%. At the same time, today controllable doping gradient has
permitted to layered materials like MoS2 to emerge as new and promising materials for solar cell
devices [130, 131], thanks to the their large area-to-volume ratio (this makes them effectively 2D
systems) and the foreseen mobility (which will make them much better than polycrystalline or
amorphous systems as today used in silicon technology). Our objective is then to carry out a
careful study of exciton dispersion and mobility of systems with reduced dimensionalities, starting
indeed from the very promising 2D MoS2 and 1D carbon nanotubes. This is ongoing work with
the post-doc Pierluigi Cudazzo and Giorgia Fugallo.
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8.4 Discovering new phenomena
Finally let’s now discuss about qualitatively new phenomena. The cumulant expansion of G com-
bined with the GWA for Σ allows one to accurately describe plasmon satellites in PES spectra
[111, 113, 132]. Satellites are a genuine signature of many-body dynamical correlation in the PES
spectra, beyond the one-particle picture of the band structure. Plasmon satellites are due to the
coupling between the hole created in the photoemission process and plasmons that are additionally
excited in the electronic system. We now intend to investigate the possible existence of “exciton
satellites”, i.e. many-body fingerprints in PES spectra of the coupling between the photohole and
additional excitons in the system. This new kind of satellites could not be univocally identified so
far for the lack of adequate computational approaches. While plasmons can be calculated in the
RPA used for W in the GWA, excitons can be described only thanks to the BSE. In a work already
started with I.Reshetnyak (PhD student in the group), we will make this identification possible. We
will calculate exciton satellites in the spectral function of prototypical excitonic materials, which
will be verified by photoemission experiments that we are going to propose to experimentalists.
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Chapter 9

Bootstrap-like (series of) kernel(s)

SO far, we have constructed a scalar exchange correlation kernel (it is essentially a number).
Since the bootstrap kernel has the correct long-range 1

|q|2 behaviour, it could be seen as an
ab initio way to find the parameter in the long-range kernel α

|q|2 . It is indeed the case and,
while it doesn’t manage to find the best possible α for Silicon, it still find a very reasonble

value for the insulators, for which a trial an errors would be lengthy and not efficient (contrary
to the case of semiconductors where a rough estimate can be guessed on the basis of the dielectric
constant [133]). The reason for this choice (after all the exchange-correlation kernel is a frequency
dependent matrix in G,G′) is threefold: i) the original formulation concerned mainly a scalar
kernel [74]; ii) it is much simpler to implement and test; iii) it permitted to avoid the iteration
scheme proposed in [74] and propose a one shot kernel. There are however important reasons to
further develop this, so far, simple kernel:

• the description of the optical absorption of insulators is still unsatisfactory. Even when a
bound exciton is found (not obvious) the binding energy is too small.

• a scalar kernel cannot capture at the same time optical absorption and plasmonic features.
If the scalar kernel can be viewed, in fact, as an ab initio version of the long-range kernel, it
cannot work for both optical and loss function, in which the weight of the excitonic effect is
not comparable. For instance, in Silicon, the value of the parameter for the optical absorption
is α = −0.15, while for the plasmon is α = −2.0 (more than on order of magnitude of
difference). It is not possible then for just one number to have two different values. This
requires a matrix extension.

• a scalar (and frequency independent) kernel cannot capture a series of bound excitons. In
fact, being just a number, it cannot create more than one pole inside the band-gap. The BSE
manages this thanks to a complex matrix ε−1

G,G′′v(G′′,G′). The Nanoquanta kernel [95] do
the same but at the price of a BSE-like computational time. The idea here is to try to obtain
the same, using a bootstrap-like idea. In parallel , Sangeeta Sharma and co-workers are dealing
with the very same problem following a different approach. Rather than go towards a more
complex matrix formalism, they are investigating a scalar but frequency dependent kernel,
which is also, in principle, able to obtain more than one bound excitons (thanks to Sangeeta
for the private communication on this subject).

For all these reasons we are working to a matrix extension of this kernel, which however has to
be conducted in a prudent and careful manner, analysing what it means in this iterative procedure,
ingredient by ingredient. For instance, a simple replacement of the matrices in all the ingredients
(rather than the macroscopically averaged counterpart) simplty destroys the spectrum.
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Chapter 10

Resonant Inelastic X-ray Scattering

NEW generation synchrotrons permitted what is called today a new renaissance of x-ray
physics, and the first beneficiary of this renaissance has incontroversly been the Reso-
nant Inelastic X-ray Scattering (RIXS). In the last decade, in fact, RIXS advances have
been remarkable, thanks to its unique capability of probing elementary excitations by

measuring their energy, polarization, momentum. The microscopic picture of RIXS can be sum-
marized as follows: i) an incoming photon promotes a core electron to a conduction (empty) state;
ii) afterwards, a different electron from the valence region decays and annihilates the core-hole. The
net result is a final state with an electron-hole excitation, whose energy and momentum are defined
by the respective conservation laws. Compared to other spectroscopic techniques, RIXS has nu-
merous advantages, confirmed by an exponentially increasing number of applications in the last
years, namely: huge scattering phase-space, bulk sensitivity, chemical specificity, polarization sen-
sitivity, small sample volumes. The main disadvantage of RIXS, with respect to other techniques,
like Angle Resolved Photo-Emission Spectroscopy (ARPES) is the need of an intense incident flux
in order to obtain enough scattered photons and so having the claimed energy and momentum
resolution. This was the only problem that has limited RIXS experiments in the past. Today,
however, many progresses in RIXS instrumentation have strongly changed the situation and gen-
eralized the range of materials and energies where to perform RIXS experiments. As an example,
the energy resolution of RIXS at the L edge of Cu in La2CuO4 was about 1.6 eV in 1996, 0.8 eV in
2003, 0.13 eV in 2008 [134]. Of course, great progress in the experimental RIXS requires and stimu-
late great advances also in the theoretical description. Unfortunately the theoretical and numerical
counterpart has not known, in the recent years, the advances required for a profound compre-
hension of the scattering process and of the dynamic correlation that this experimental technique
probes. The basic theoretical foundation of RIXS has been established long ago [135], relying on
the second- and third-order expansion of the matter-radiation Dirac equation, which ends in a set of
very schematic equations, the Kramers-Heisenberg (KH) equations (see Eq.(1.19)). These equations
look schematically like the Fermi Golden rule for a second-order process of absorption+emission
of a photon. However, though schematically simple, the solution of these equations, which involve
the calculation of scattering amplitudes between many-body wave-functions, is impossible for a re-
alistic system, crucially asking for clever strategies, fast algorithms, efficient approximations, and,
above all, deep understanding of the elementary physical processes involved. Another important
characteristic, often underlined as an advantage, of RIXS is its extreme versatility in probing a large
class of different excitations of the system under study, inter-band and intra-band transitions, col-
lective excitations, plasmons, orbital excitations, magnetic excitations, electron-phonon coupling,
etc. This certainly can be an advantage, but also implies huge interpretation problems, for many
elementary excitations participate and compete to the same RIXS spectrum. Without a powerful
analysis tool, capable of disentangling different contributions, or of switching off/on a kind of
excitation, the interpretation of an experiment and, in last analysis, a deep understanding of the
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Figure 10.1: Schematic view of the Resonant Inelastic X-ray Scattering. An X-ray of energy ωin
and momentum kin impinges on the system in its initial ground-state, causing the excitation of
a core-electron. The empty core of the system in its intermediate excited state is filled up by a
valence electron, emitting another X-ray of energy ωout and momentum kout, leaving the system
in its final excited state. This scheme describes the so-called direct RIXS, which is only a part of
the total phenomena covered by the KH formula. See Ref.[136] for more details.

material is impossible.
Most of RIXS data are today obtained at transition metal and Oxygen edges. The reason for

this is an extreme interest in the so-called strongly correlated transition metal oxides, both for their
intrinsic complexity that makes their study intellectually challenging and for the prospect of novel
applications (high-Tc superconductors, colossal magneto-resistance, transparent conducting oxides,
etc). If, on one side, this historical attention has been very beneficial for the transition metal oxides
and related fields, on the other side, it worths underlining the huge potential for application of
RIXS (both experimentally and theoretically) on other materials and fields.

One of the axes of my future work is then centered on the RIXS. It has already started with a
Marie-Curie Fellowship post-doc, Fabiana da Pieve, whose project (RESCOR, I am the scientific
responsible) aim is to make a new, qualitative jump towards the predictive description of RIXS ex-
periments, over a whole range of materials and energies, where theory (and numerical simulation)
is needed to add values beyond the mere reproduction of a spectrum.

This requires on one hand the evaluation of the basic equations which describe RIXS within the
Bethe-Salpeter formalism, a very promising approach in light of recent developments and results;
on the other hand it crucially demands the improvement of the currently used approximations to
correlation in order to treat the so-called strongly correlated materials, to which RIXS experiments
have been mainly devoted due to the incredible richness of their properties. To reach this goal we
will: i) combine the advantages of different theoretical approaches (Hubbard model Hamiltonian,
Density Functional Theory, Green’s Function Many-Body Theory and Bethe-Salpeter equation)
to obtain both an accurate and efficient tool to analyse and predict RIXS spectroscopies; the use
of the Hubbard model (used in the large DMFT community) to receive hints, insights about the
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physics of the local problem will be formalized within an ab initio framework (so going beyond any
parameter approach), based on the Density Functional Theory, GW and Bethe-Salpeter equation;
ii) develop new methods and new strategies to tackle the daunting problem of the description,
within an ab initio framework, of strongly correlated systems.

This, still very vague, project will be tackled from different angles, and putting together the
knowledge and advances acquired in the last years:

• the finite momentum developments will permit to tackle the KH formula beyond the dipole
approximation

• recent developments in Projector Augmented Waves techniques (able to tackle core electrons)
will be used to obtain the ingredients (one-particle eigenvalues and wavefunctions) entering
the RIXS theory, analogously to what is done in the code OCEAN [137], by the group of
John Rehr, with whom we collaborate on the RIXS project.

• new developments in the group (notably within the MC project of Pierluigi Cudazzo) con-
cerning the dynamical BSE [79, 138], will be of particular help in the specific indirect channel
of RIXS.
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Appendix A

Linear Response Theory

A linear response function χ to an applied external field F is defined through the relation:

δ 〈p〉 = 〈p〉 − p0 = χF (A.1)

where p0 is the value of the operator p when F = 0.1 So δ 〈p〉 is the response of the system to
an applied field F , and χ is the response function, which is in the F → 0 limit, independent of the
applied field. More in detail, for any measurable property p(r, t):

δ 〈p(r, t)〉 =
∫
dr′

∫
dt′χ (r, r′; t− t′)F (r′, t′)

where the causality condition is used in the time integral.
The Fourier transform of χ is a complex function χ(ω) = χ1 + iχ2:

χ(ω) =
∫
dtχ(t)e−iωt

for a response function to a purely time-dependent applied field F (t) = F0 e
−iωt. The causality

condition implies that χ(ω) is analytic in the upper half plane of the complex plane2, with precise
relations between real and imaginary part of χ, namely the Kramers-Kronig [139, 140] relations:

χ1(ω) = 2
π

P
∫ ∞

0
dω′

ω′χ2(ω′)
ω′2 − ω2 ; χ2(ω) = −2ω

π
P
∫ ∞

0
dω′

χ1(ω′)
ω′2 − ω2 .

If F (r, t) is the external perturbation, the corresponding term that has to be added to the system’s
Hamiltonian is

H1(t) =
∫
g(r)F (r, t)dr

where g(r) is the coupling variable between the perturbation and the system, and H1, the perturb-
ing contribution to the Hamiltonian, is expressed in the interaction picture. Within this scheme
it is possible to derive the linear response function in terms of ground state quantities. First order
time-dependent perturbation theory yields the Kubo formula (see, e.g. Ref. [65]) for the response
function:

χ (r, r′, t− t′) = −i 〈N | [g(r, t), g(r′, t′)] |N〉Θ(t− t′)

with |N〉 many-body ground state (|N〉 = ϕ0).
In summary, we have to consider the following two criteria for χ to be considered the response

function of the system, related to the perturbation F :
1p can be, for example, the macroscopic magnetisation of a sample subject to a magnetic field (F ). χ, the response

function, plays then the role of the magnetic susceptibility.
2Or the lower half plane if, by convention, we let the field to oscillate as eiωt instead of e−iωt.
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a) In writing δ 〈p〉 = χF , the quantity F has to be a truly perturbing potential, something that
can be changed at will without any influnce from the medium.

b) The influence on the medium has to be described as an additional Hamiltonian H1 = −gF

The first requirement implies the causality condition, the second introduce the dynamics of the
influence, and define a truly response function (sometimes also called generalized susceptibility).

Important response functions are for instance the density-density, density-current and current-
current response functions,

χρρ(r, r′, ω) = −i
∫ ∞

0
dτei(ω+iη)τ 〈N | [ρ(r, t), ρ(r′, t′)] |N〉 = δρ(r, ω)

δVext(r′, ω) (A.2)

χρj(r, r′, ω) = −i
∫ ∞

0
dτei(ω+iη)τ 〈N | [ρ(r, t), j(r′, t′)] |N〉= δρ(r, ω)

δAext(r′, ω) (A.3)

χjρ(r, r′, ω) = −i
∫ ∞

0
dτei(ω+iη)τ 〈N | [j(r, t), ρ(r′, t′)] |N〉 = δj(r, ω)

δVext(r′, ω) (A.4)

χjj(r, r′, ω) = −i
∫ ∞

0
dτei(ω+iη)τ 〈N | [j(r, t), j(r′, t′)] |N〉 = δj(r, ω)

δAext(r′, ω) (A.5)

representing the observables in TDDFT or BSE.
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Porting DP over GPU’s

The collaboration with the Maison de la Simulation started in occasion of the post-doc work of
Claudia Rödl. The idea was to study the spectral properties of correlated materials, starting from a
prototype for high-Tc cuprate superconductors: CuO. Already fot this system, the computational
requirements were important. The collaboration with engineers and technicians from the Maison
de la Simulation promised fast advances in the optimization of our codes. During one of the meet-
ings, the crucial part of the TDDFT calculation, as implemented in the DP code, was recognised
as possible candidate for GPU porting. This had implied a lot of work and involvement from both
sides. We managed to obtain, for this specific projet, a preparatory access PRACE grant. The final
result is promising, but prude Here follows the report of such activity.
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1. Presentation of the DP code

The DP code [1] is an ab initio TDDFT linear response code, working in reciprocal space, on a plane-waves
basis, and in frequency domain. Its main purpose (not the only one) is to calculate the electronic polarizability
of a wide range of materials, being 0D (like atoms or clusters), 1D (nanotubes and nanowires), 2D (graphene,
surfaces, and layered systems) or bulk. The code is written in Fortran 90, with some insertion of C (essentially
for parsing the input file and dealing with the operative system). The testing suite is written in PERL. The
post-processing tools are written in Fortran and in Python.

The structured of the code is the following:

• Initialization part: reading of a ground state electronic structure file and creation of all possible energy
transistions Nt(from valence/occupied to conduction/empty states).

• Creation of the polarizability

χ0(g, g′, ω) =

Nt∑

t=1

ρ̃t(g) × ρ̃∗t (g′) × dent(ω)

where for any transition t there is ρ̃t(g), a vector of dimension Ng (the number of plane waves), and
dent(ω), a vector of dimension Nω (number of energies in which the polarizability is evaluated), to be
calculate. The CPU times grows linearly with Nt and quadratically with Ng, while the memory occupancy
goes like N2

g ×Nω (the dimension of χ0). This is the most cumbersome part of the calculation, especially
for what concerns the CPU time, but also, in most cases, for what concerns the memory occupancy. The
evaluation of χ0 gives also the scaling of the whole code, which goes as N4

at, with Nat = number of atoms.

• Creation of the macroscopic dielectric function via the formula

ε−1 = 1 + v(g)
(
1 − χ0v

)−1
gg′′ χ

0(g′′, g′, ω)

which involves a matrix inversion. This term does not gives particular problems: each energy ω can be
treaten in an independent way and is easily and efficiently parallelized.

• Writing down the output and spectra.

After a preliminary analysis, it has been confirmed that the evaluation of the polarizability χ0 and in
particular the time spent in the matrix creation, through the library method cgerc, is the most time consuming
part and will the object of the present parallelization project.



Fig. 1: GPU strategies for DP

2. GPU strategies

The structure of the DP code is illustrated by the Figure 1. In DP, the typical parameter magnitudes are as
follow : the number of transitions is about 1 000 000, the number of alpha is about 500. The code is made of
2 major parts : the first one is “create χ0”, the second one is “create ε”. A profiling analysis made, first with
“GNU gprof”[2], then with “Scalasca”[3], confirmed that there are 2 hot spots :

• The first hot spot is an intensive call to CGERC (BLAS method) in “create χ0” : CGERC is called about
500 000 000 times (nbTransitions× nbAlpha according to the notations of the Figure 1).

• The second hot spot is a repeated call to CGINV in “create ε” : CGINV is called about 500 times
(nbAlpha according to the notations of the Figure 1). CGINV calls CGETRF and CGETRI (LAPACK
methods).

From profiling results, it turns out that CGINV takes (in average) 1000 times more time than CGERC :
roughly speaking, finally there is still a factor 1000 between CGERC and CGINV. On overall, the CGERC
operation is more costly than CGINV : this is why CGERC is found to be the first hot spot. This is illustrated
by the Figure 2 where one can clearly see that the χ0 step is much more time consuming than the ε step. As a
consequence, speeding up “create ε” with a classical MPI approach works pretty well. Nevertheless, speeding
up “create χ0” with a classical MPI approach may not be that efficient : one could expect GPU to do things
faster.

To port the DP code to GPU, one can use 2 strategies. The first strategy is local and has been implemented
by “la Maison de la Simulation” (CEA, France) : the idea is to delegate to GPU only a subpart of the “create
χ0” step. The second strategy is global and has been implemented by the Institute of Physics Belgrade (IPB,
Serbia) : the idea is to delegate to GPU the whole “create χ0” step. Before activities on GPU implementation
started, MPI version of DP, which was able to distribute the work over several MPI processes, was already
available, and it was used as a starting point in porting activities.



Fig. 2: Profiling of a typical DP run



Fig. 3: Strategy 1 - Presentation

2.1. Strategy 1

2.1.1. Presentation

The first strategy is local : basically, the idea is to delegate CGERC to GPU. This is the very first and most
simple idea one can have. The main drawback of this approach will clearly be CPU / GPU transfers that are
known to be bottlenecks. The Figure 3 illustrates the algorithm. For sake of clarity, we recall that CGERC
(BLAS method) perform the following operation :

A(i, j) + = α×X(i) ×X(j) (1)

where A is a complex 2D matrix, α is a scalar and X a complex vector. In DP, CGERC is called a lot of times
so that α is actually a vector. Finally, the work to delegate on GPU looks like :

A(i, j, k) + = α(k) ×X(i) ×X(j) (2)

where A is a complex 3D matrix, α is a vector and X a complex vector.
The 3 data to transfer from CPU to GPU are A, α and X. After the GPU computation is done, the only
data to transfer back to CPU is A. α and X are updated by CPU at each iteration and must be transfered to
GPU at each iteration : according to notations of Figure 3, α and X are transfered nbTransitions times (the
typical magnitude of nbTransitions is 1 000 000). A is not modified at CPU side so that, when possible, A
may be only transfered once to GPU (at CPU side, A is seen as a computational result needed to proceed to
the following “create ε” step).

Clearly, one have 2 possible situations :

• A, α and X fit all at once on GPU memory. Here, A can be transfered once from CPU to GPU at the
first iteration, and, A can be transfered back from GPU to CPU at the last iteration (A stays on GPU
and is updated on GPU). One can expect significant speed up using GPU.

• A, α and X do not fit at once on GPU memory. Here, A will have to be transfered by chunk at each
iteration. The GPU approach will be much slower than the initial full CPU code. In this case, the only
way out is to use MPI to split the initial data into smaller pieces to distribute over several processus. A
is a matrix whose elements are simple precision complex (2 * 4 bytes = 8 bytes). According to Figure 3,
the size of A is dimX2 × nbAlpha where dimX is the size of the X vector and nbAlpha is the size of the
α vector. As a result, the rule of thumb to apply to be sure that data will fit on GPU, is to choose dimX
and nbAlpha such that :

8 × dimX2 × nbAlpha ≈ 0.8 ∗GPUMem (3)

where GPUMem is the memory in bytes available on GPU (generally, dimX is fixed and nbAlpha is
adjusted). Note that to know the value of GPUMem, the user has just to run DP during one iteration
(one transition) using the verbose mode (to specify in the input file) : GPUMem will be printed in DP
output log. This rule enables to target 80 % occupancy on GPU (to get the best possible performance,
GPU must be loaded enough).
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Fig. 4: Strategy 1 - Validation

In short, the first strategy can be wrapped-up this way : the (potentially large) data are split (in smaller
pieces) and spread over several MPI processus (CPU), then each CPU is associated to a GPU, and finally each
CPU delegates the job to his GPU. Once the GPU is done, the CPU will get results back and go over the “create
ε” step. One can expect to overlap GPU computations with CPU to GPU transfer (X and α are updated at
CPU side, so that they must be transfered to GPU at each iteration). Note that a verbose mode is available
in the implementation. This verbose mode forces GPU synchronization (with CPU) to get reliable timing
information (profiling information). As a result, the user should turn off the verbose mode for production runs
(the verbose mode makes the CPU wait for the GPU at each iteration, so the transfer / computation overlap
will not occur). Both a CUDA and a cuBLAS implementation have been done and compared (the cuBLAS
version was used as a reference in terms of results and performance).

2.1.1. CUDA kernel validation

The CUDA kernel has been validated outside of any context of use (outside of DP). The Figure 4 illustrates
the validation process. On GPU, floating point operations will not be run in the same order than on CPU.
Moreover, the IEEE norm can not ensure commutativity. CPU results are taken to be the reference : to allow a
fair comparison with GPU, some specific options have been set during compilation (nvcc options [4] : –ftz=false
–prec-div=true –prec-sqrt=true). To validate the CUDA kernel, one had to use double precision complex and
to perform every calculation with double precision : results show the relative error (compared to CPU results)
is bounded by 10−14. Note that using double data, we can observe here the transfer bottleneck that may occur
if all data do not fit at once on GPU (Figure 4 for dimX >= 800) : speed up drops as A must be transfered by
chunk at each iteration (transition). At this point a float version of the double kernel was derived : basically,
double are replaced by float. The float kernel will be faster but the relative error magnitude will be about 10−5.
Hoping a better error / speed up tradeoff, an additional test has been performed using float data, converting
float to double, and computing with double precision : results show that the benefit is only a potential error
decrease (10−7), while the speed up drops (tests showed one can expect error decrease when the data set is
“small” enough, otherwise the number of operations will increases so much that at least one of them will cut
the error back to the previous full float kernel). Using float data and performing double computation is not a
good tradeoff. Finally, the float kernel will be used to speed up DP as the A matrix handled by DP is a simple
precision complex matrix.

2.1.1. CUDA kernel optimization

The CUDA kernel has been optimized outside of any context of use (outside of DP). The Figure 5 and
6 illustrate the optimization process. The process is as follow : test several grid sizes to find the best one
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Fig. 7: Strategy 1 - Standalone results

(here, 768 X 16), and optimize step by step. First, to get the best possible performance, coalescing [5, 6]
has to be ensured. Then, as the algorithm is highly bandwidth, use of shared memory has been added to the
CUDA implementation and improves significantly performances (the first coalesced kernel was naive, and shared
memory has been added after some optimizations so that the gap between the coalesced and shared memory
version is not only, but mostly, due to shared memory [5, 6]). Finally, computations have been overlapped with
transfers. At this step, a profiling analysis (using “nvvp”, the Nvidia profiler) has shown there was only 6%
bank conflict left so that the optimization has not been pushed further (actually, a kernel has been written to
reduce bank conflicts down to 1%, but to achieve this, data have to be stored and accessed in a complex way
so that the speed up drops).

2.1.1. Results

First, the strategy 1 has been tested outside of any context of use (outside of DP). The Figure 7 illustrates the
first results. The cuBLAS implementation has been done so that it should be possible to overlap computations
with transfer : as the CGERC method from cuBLAS has to be called progressively at each iteration (one call
for each α), results are pretty much the same when there is no overlap. The CUDA implementation allows to
compute directly the whole data set (one call for every α) and to overlap efficiently computations with transfer.
The speed up is computed using a non multi-threaded CPU (1 thread, CGERC from MKL BLAS) as reference.
For sake of completeness, GPU approaches have been compared with multi-threaded CPU approaches (several
threads, CGERC implemented with OpenMP, ensuring static scheduling with imposed chunksize and 1core-
1thread affinity to get best possible performances). It turns out that, as the strategy is local, threads have to
be created and destroyed frequently so that multi-threaded CPU approaches are not efficient.

Then, the CUDA and cuBLAS implementations have been plugged into DP. The Figure 8 and 9 illustrate
the speed up one can expect. First, a small test case (Argon) has been ran from 1 to 8 MPI processus. Then, a
bigger test case (HFO2O) has been ran from 16 to 256 processus (on “Curie”, 288 GPUs are available so that
using 256 processus was the bigger possible test). In both case, strong and weak scalings have been performed.
On “Curie”, 2 queues are available : a full CPU one (xlarge) and a CPU / GPU one (hybrid). The xlarge nodes
are made of 8 (quadricore) CPUs, while the hybrid nodes are made of 2 (quadricore) CPUs and 2 GPUs. To
allow a fair comparison, the CPU runs have been performed ensuring 2 MPI process per node on the xlarge
queue. Results show that, the more there is work to do, the more CUDA outperforms cuBLAS. To get the best
possible performance, GPU must be fully loaded (target 80 % GPU occupancy), and, for big runs (128 MPI
processus or more) the user must make sure enough RAM is available (otherwise the code swaps and the speed
up drops). Depending on cases, one can expect a x10 to x14 speed up (on the total elapsed time).
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It should be stressed that for :

• The faster Argon CPU run (weak scaling over 8 procs), the initialization time (reading input files) was
about 15 seconds while the computation time (χ0 and ε steps) was about 19500 seconds. The ratio
between initialization and computation time is about 1300.

• The faster HFO2O CPU run (weak scaling over 256 procs), the initialization time (reading input files)
was about 170 seconds while the computation time (χ0 and ε steps) was about 10150 seconds. The ratio
between initialization and computation time is about 60.

As only the χ0 step can benefit from GPU speed up, we can expect better speed up (than x10-x14) in cases
where the ratio between initialization and computation time is higher (ratio ¿ 10000) than the ones presented
in this document.



2.2. Strategy 2

2.2.2. Presentation

The main goal when designing strategy 2 of the GPU approach for the DP code was to minimize communication
and data transfers between the CPU and the GPU. This communication has an impact on the performance,
because in the algorithm presented in strategy 1 section, data has to be copied to the GPU for each transition
(one iteration of the computational loop). When the number of transitions is large (which is often the case for
some real inputs DP was designed for), it is expected that the memory transfer time can be a significant factor
in the performance of the entire program.

To ensure that the data will be transferred only once to the GPU (and back to the CPU after all transitions
have been processed), the whole loop which iterates through all transitions had to be ported to the GPU using
CUDA technology. This can be seen on Figure 1, where the outline of the algorithm is presented.

However, because now both α and X vectors need to be computed directly on the GPU, all related data
structures needed for their computation need to also reside in the GPU memory during all iterations of the
transitions loop. To illustrate this, we will briefly present needed steps for computation of the X vector for one
transition:

• We select 2 waveforms from the auxiliary data structure, which holds all waveforms for the input dataset,
based on the index depending on the current transition.

• We perform FFT on them, multiply them together and perform inverse FFT on the resulting waveform
vector. During the multiplication phase, elements of 2 waveforms to be multiplied in one step are selected
using indexes stored in the table containing index mapping. Which column from the mapping table will
be read, again depends on the current transition.

• We select a subset of the waveform calculated in the previous step to get the X vector which will be used
together with α to update the A matrix.

Because the waveform structure and the mapping table described above also consume significant amount of
memory, that means that the GPU memory now has to be shared between the A matrix and these structures.
Also, the number of waveforms in the auxiliary structure grows linearly with the number of total transitions,
so we can expect to reach the limits of the available GPU memory much faster than with strategy 1, as the size
of the input test case grows (whether with more transitions or with larger A matrix).

Available memory limit can be overcame either implicitly with distributing computation among many MPI
processes, or by explicitly managing data movement on the GPU card, so that the matrix is processed in parts.
The MPI approach for division of the data is already present in the DP code, and when enough resources are
not available, a modification of the strategy 2 for out-of-core solving of the problem was developed, and will be
described later in this text.

Having in mind that now the entire body of the loop will be executed on the GPU, the strategy 2 approach
has a risk of slowing down parts of the loop that are sequential or less parallel than updating of the matrix A,
because in that case advantages of the GPU are lost or at least diminished (a single GPU core is much slower
than the equivalent CPU core). However, because FFT operation is now also moved to the GPU (which is
expected to be faster), and because for larger test cases, vectors that are being operated on inside the loop are
also larger, in overall, less parallel loop parts are not expected to be a factor of slowing down of the algorithm
when running on CUDA GPUs.

2.2.2. Implementation details

For the implementation of the strategy 2, CUDA C was used along with cuBLAS and cuFFT numerical libraries.
CUDA code was split in multiple kernels, each corresponding to a single original FORTRAN routine called inside
the loop. Each call to FFTW3 library routine was swapped with a call to cuFFT routine, and each MKL BLAS
cgerc call was swapped with the corresponding cuBLAS call (cublasCgerc). One FORTRAN routine had to be
split into 2 kernels, because there is a data dependency between the first and the second part of the routine,
which couldn’t be solved within a CUDA thread block. This initial GPU implementation works properly if the
matrix A, all waveforms and index mapping tables can fit into GPU memory together.

Because kernels were developed in CUDA C, and could not be called directly from FORTRAN code, several
wrapper C routines were created for initialization of the GPU memory, copying necessary data to the GPU,
executing body of the computational loop, and copying the A matrix back to be further used in the create ε
step. Custom kernel for updating the A matrix was not developed like it was done in strategy 1, because more
focus had to be put on porting the entire loop on the GPU and on implementing modification for out-of-core
execution when the input data sets are exceptionally large.

Even though it might look like performance-wise it could be better to put the entire loop in the single kernel,
because some overhead related to starting multiple kernels from the CPU side could be alleviated, it was not
done in this implementation. One of the reasons for this is that we wanted to keep using external FFT library
(for simplicity, and better performance), and it was not possible to call cuFFT from inside the kernel. The other
reason is that because waveforms are not always accessed in a linear fashion, but are instead sometimes indexed
indirectly using values from the mapping table, a situation where synchronization of all threads executing the



kernel in necessary can arise. This cannot be done efficiently in CUDA, because it was designed in a way that
only threads in same blocks can directly synchronize and share data.

There are two independent tasks that need to be performed before the A matrix is updated:

• Calculation of the X vector, and

• Calculation of the α vector

Because there are no data dependencies between these tasks, they can be executed concurrently on the
GPU. To achieve this, separate CUDA streams are created, one for each task, and each kernel is configured to
run in a stream associated with the task they are a part of. Because FFT is a part of the X vector calculation,
cuFFT library was configured to run in a first stream. This overlapping of computation on the GPU can be
useful because there is a varying degree of parallelism between kernels (some operate on long vectors, some on
shorter ones, and some even run with only a single thread), and it is possible that GPU won’t be fully utilized
running just a single task at a time. CUDA runtime can then select which kernels can be overlapped and help
us gain a bit of performance.

For updating of matrix A using cuBLAS cgerc call, streams are also used to help in gaining performance.
Increase in performance when using streams can especially be significant when the size of a single transform
is not very large. Since in DP code many matrices need to be updated in every loop iteration (meaning that
we can view A as a 3D structure, see Equation 2 in Section 2.1.1.), and cuBLAS allows for overlapped calls,
we have used 30 separate streams to perform matrix updates. This helped us gain approximately 2-3 times the
performance compared to sequential updating.

We have managed to avoid host to device synchronization entirely in this case, save for the points of memory
transfers, which only happen twice. Streams were synchronized directly on the GPU, so that as soon as the
computation of X and α was done, updating of the matrix starts. Because synchronization with the host is much
more expensive than the synchronization between streams on the GPU, a potential overhead was successfully
eliminated.

2.2.2. Offloading computation to CPUs

Even though it is expected that moving main DP computational loop to GPU will result in significant per-
formance gains, it shouldn’t be forgotten that CPUs on modern HPC systems have multiple cores and can
contribute to calculation tasks to some extent. The advantage of the algorithm employed in the DP code is that
iterations of the loop are independent and can be executed in parallel or out-of-order, and this can be used to
offload some subset of iterations to be executed on CPUs.

Because there is already a routine in the DP code which equally splits transitions to MPI processes when
DP is used with MPI parallelization, it was easy to modify that routine to take into account that both CPUs
and GPUs will participate in calculating transitions. There is difference in performance between a GPU card
and a CPU core, so that routine was modified to perform a weighted distribution instead. Once a MPI process
knows its set of transitions, it can begin with the computation, regardless of whether it will be performed on
the GPU or on a CPU core.

Each MPI process can either use a GPU or a CPU core for the execution of the computation loop. In this
implementation, first 2 processes on each node were selected to use GPU for computations, because a CURIE
hybrid node contains 2 GPU cards. DP already supports running performance tests with only a few iterations
of the loop (used to estimate total time needed for simulation, testrun input parameter controls this), so this
test was extended to run on both the CPU and the GPU. After a short test run has been performed, reported
ratio between execution times on the CPU and the GPU can be used as an input to routine where transitions
are split. In this way, it is expected that processes that run loop on the GPU and those who run it on the CPU
will complete calculation for transitions assigned to them in roughly the same time.

2.2.2. Modifying strategy 2 for out-of-core approach

As previously described in the presentation of this strategy for GPU code implementation, instead of only
storing the A matrix on the GPU during loop execution, some auxiliary structures also need to be stored, so
that vectors α and X can be calculated directly on the GPU. A problem arises when combined size of these
structures exceeds available memory on the GPU, because then it is no longer possible to run DP for this
input case. To solve this problem, we had to manipulate data movement between CPU and GPU so that
data is transferred only when absolutely needed, and kept and reused on the GPU for as long as possible, in
order to reduce the penalty for needing to synchronize data on the main memory and on the GPU. Although
the performance of the code for the out-of-core approach won’t be optimal (because now there will be more
communication than initially planned for the strategy 2 approach), we wanted to show that it can be used to
solve problems that couldn’t even be solved without it when not enough memory is available, and that the
introduced overhead will still be within acceptable bounds.

Analysis of the access patterns of the structure holding all waveforms and the table containing index mapping
showed that they exhibit very good locality. Waveform structure was accessed in a way that only a small part of
it is used for some subset of N transitions (where N is significantly larger than the number of used waveforms),
while mapping table was accessed so that a single column is reused multiple times, and then wasn’t used again
for a long time. Because of that, if we had enough space to hold the working set of waveforms on the GPU,



and just a single column of the mapping table, we could ensure that data won’t be copied between CPU and
GPU more than necessary. In fact, for test cases we have used during development, after a part of the waveform
structure was used, it was not needed again. If that is the case, then the total amount of data transferred to
the GPU will be the same as when everything fits at once (only that now data transferring has to be done using
multiple copy operations).

We implemented software caching of the waveform structure and the mapping table in the GPU memory,
using FIFO replacement policy, so that data loaded the earliest is swapped first. One waveform or a mapping
table column is transferred to the GPU when it is needed, and reused in subsequent transitions. That allowed
us to have the number of “cache misses” equal to the total number of waveforms (meaning each one is loaded
only once because of compulsory misses). Size of the waveforms cache was an order of magnitude (or more)
smaller than the initial size of the waveform structure for our test cases, and only a single line was needed for
caching mapping table entries, which allowed us to have more space for storing of the A matrix.

The situation is a bit different with the Amatrix, because entire matrix has to be updated for each transition.
That means that we can’t make any use of caching, but instead have to resort to updating the matrix part by
part. First, a part of the matrix is transferred to the GPU, then it is updated usign cuBLAS calls, and it is
returned to the main memory. This is repeated until all parts have been processed. Downside of this is that
the entire A matrix has to be transferred back and forth for each update. Because memory transfers take more
time than the computation itself, this can slow down the algorithm by at least an order of magnitude.

To overcome this problem, internal structure of the loop had to be slightly modified. Main change is that
now instead of computing one α and X vector and then using them to update the A matrix, many α and X
vectors that correspond to subsequent transitions are computed in a batch, and then used to update parts of
the A matrix, for many transitions at the time. These transformation of the computational loop don’t affect
algorithm correctness, because updates on the A matrix are linear and can be executed in any order. This is
better illustrated by the following pseudo-code:

• Initial version of the loop:

do i=1, num_trans
calculate X
calculate alpha
update_matrix(A, X, alpha)

end do

• Modified version of the loop for out-of-core execution:

batch_size = K
num_batches = num_trans / K
do i=1, num_batches

do j=1, batch_size
calculate X(j)
calculate alpha(j)

end do
for each A part

copy A_part to GPU
do j=1, batch_size

update_matrix_part(A_part , X(j), alpha(j))
end do
copy back A_part to CPU

end for each
end do

As a consequence, now the entire matrix A doesn’t have to be moved for each transition, but can instead
be transferred only once for a batch of K transitions. This can greatly reduce time spent in copying data, and
can help us get close to performance of the original algorithm if the batch size is large enough. At the same
time, with large batch size, significant space on the GPU card has to be dedicated to storing of intermediate α
and X vectors, and that space also plays a part in the memory management.

Managing memory space for all these structures might not be easy for each possible problem DP is used
to solve, but for our test cases it could be done with very good efficiency. It was done with assumption that
waveform structures and mapping vectors exhibit good access locality for input cases used with DP (this was
true for all the cases we tested during development). Our approach to divide available memory between all
these necessary structures can be summarized as:

• First analyze access patterns for waveform structure and mapping table, and allocate just enough space
for their software caches, so that entire working set can fit at once. This ensures that no unnecessary
swapping of some waveform will happen, even when it is still needed in the near future.

• Then we allocate space for the number of A matrices equal to at least twice the number of CUDA
streams used for cuBLAS calls. This was done to ensure that there will be enough data to fully utilize
computational capabilities of the GPU, and was selected more as an educated guess than a strict rule.



• The remaining space can then be used to store K pairs of temporary vectors.

Theoretically, if we can manage to fit temporary vectors for all transitions on the GPU, we should be able
to match the performance of the original algorithm, even when using much less space on the GPU card. The
only difference will then be that the large amount of data would be transferred using many separate calls to
copying routines, instead in a single call, but assuming that the modification for out-of-core execution will be
used for very large data sets, overhead associated with a routine call will be insignificant compared to the time
spent in actually transferring the data.

2.2.2. Results

Strategy 2 for porting DP code to the GPU has been tested using the DP code already supporting MPI
parallelization, with the computational loop moved to the GPU. Also, a modification of the strategy 2 where
a part of the computation is offloaded to the CPU was tested. Separate testing was done using modified input
(to create larger data structures) with the out-of-core modification, using only one GPU card, to show what
kind of a performance drop we can expect if there is not enough memory to solve the problem in-core (where
there are only 2 points of data movement – before and after the computation).

All development, verification and performance testing of the GPU strategy 2 of the DP code was done using
CURIE supercomputer (specifically, CURIE hybrid nodes). Each hybrid node on CURIE consists of 2 Intel
Westmere processors, each having 4 processing cores running on 2.66GHz, and 2 NVIDIA Tesla M2090 graphic
processing units (GPUs).

First series of tests was performed with the MPI+GPU approach for the DP code, when the main com-
putational loop was executed only on the GPU cards. Because each CURIE node has 2 Tesla cards, when
running on more than one node, processes were spread over all nodes so that there are exactly 2 MPI processes
executing on a single node. Also because there are 2 CPU sockets, and each GPU is connected to a bus local
to the socket, each MPI process was bound to a separate socket. More details on this, and the explanation on
how to control process scheduling can be found in CURIE best practices guide.

On Figure 10 we show execution times and speedups for test cases of Argon (small test case), and Hafnium
oxide (larger production-ready input). We would like to stress that these inputs are not exactly the same as the
ones reported with strategy 1 (see Section 2.1.1.), because there the input was modified in order to reach at least
80% memory occupancy on the GPU. This was not done here, because the emphasis when designing strategy 2
was not just to showcase the maximum performance of the “updating A” step, but instead to address the overall
performance of the loop. Tests were conducted for configurations having from 1 to 256 MPI processes (on 1 to
128 nodes), with 1 GPU card per process. Execution time is split into initialization time (mostly reading input
files from disk, completely unrelated to GPU implementation) and computation time for create χ0 step, which
was the focus of the GPU algorithm.
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Fig. 10: Performance and scaling of the GPU strategy 2 for the DP code, for 1 to 256 total GPU cards with
2 GPUs per CURIE node (time when running with 1 GPU used as a baseline for speedup): (a) Argon (small)
test case; (b) Hafnium oxide (moderate) test case.

It can be seen that GPU implementation of strategy 2 for DP code scales reasonably well when a larger
number of GPU cards is used in execution. For the small test case, it would be optimal to run with 16 MPI
processes (using 16 GPUs), while for the larger input, scaling is very good for up to 64 processes. Since
computing one transition is independent from others, when the total number of transitions is divided to more
processes, time for the computation itself decreases in a linear fashion. Because of that, reasons for limitations
in scaling DP CUDA code are in other parts of the code, that are either constant or even increase as the number
of processes increase.

Time spent in DP initialization is unrelated to CUDA, and is roughly constant over the range of processes
used for testing (with the exception for 256 processes, when its increase can be easily observed), so once that



time becomes close to, or even surpasses the calculation time on the GPU cards, adding more and more card
actually does very little for the performance. The figures also show that the execution time actually stops
decreasing, as would be expected, and even increases at the end of the range. Reason for this is that the CUDA
runtime initialization time is not constant, but instead starts to increase rapidly when the number of GPU cards
used grows. This cannot be explained easily, and is probably related to the implementation of CUDA drivers.
This time is spent at the first call to any CUDA routine during the execution, and we chose to present it here
as a part of calculation time, because, as it can be seen, it is a realistic problem that can limit performance,
and should be considered when running DP over a large set of GPU cards.

To compare GPU implementation execution times with CPU execution times, we tested the same cases
for configurations with 1 to 256 MPI processes, but now without using GPU cards at all. MPI processes were
distributed using by-socket discipline, so that inside of a node, processes were bound to CPU cores alternating
between 2 sockets. On Figure 11 we report total execution times for all tests done using GPUs for computation,
total execution times for all tests done using CPUs for computation, and their ratios (CPU/GPU time).
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Fig. 11: Performance of the GPU strategy 2 for DP code compared with the CPU only version, for 1 to 256
GPU cards (each MPI process controlling one GPU), and 1 to 256 CPU cores (each MPI process bound to a
CPU core): (a) Argon (small) test case; (b) Hafnium oxide (large) test case.

Here we see that the expected speedup of the DP code when GPUs are used can be up to 3.5 for the smaller
test, and up to 16 for the larger one. Actual numbers are even larger when comparing execution times of the
single iteration, but since the emphasis here is on the real use-case presentation, execution times for the entire
simulation are presented. In both cases, performance ratio peaks for the case with 8 MPI processes.

The first reason for this is that when code is executed only on CPUs, 8 processes saturate the entire
node. Because CURIE node has NUMA architecture, by-socket process scheduling is used to ensure equal load-
balancing of both memory sockets. But when a node is full, memory bandwidth starts to bottleneck execution
performance a bit. Because of that, when code runs on 8 processes, it cannot be expected to be twice as fast as
in the case with 4 processes. Since GPUs do not share memory, this situation doesn’t show up when everything
is calculated on the GPU. The second reason is in the above mentioned issue with CUDA initialization time,
which reduces effectiveness of GPUs as the number of processes grows. Because this doesn’t affect CPUs, it
influences the drop in GPU code speedup when compared to the CPU.

To showcase the performance of our approach with offloading parts of the computation to CPUs, we selected
the Argon test case. It was done because the GPU performance gain ratio on that test was lower than in the
other case, which means that the performance gap between the GPU and a CPU core is not as wide. In cases like
this, it is expected that the CPU will be able to contribute more to the computation, and that load-balancing
will be closer to equal. To test the offloading, we constricted test configurations to multiples of 8 MPI processes
(to fully saturate each CURIE node). 2 CPU cores were dedicated to controlling one GPU each, and the
remaining 6 were used for computation. Weight parameter for load-balancing was selected based on previously
presented tests, and was equal to 3.6. Results of offloading performance tests are shown in Figure 12, and it
can be seen that using CPU to handle some subsets of transitions can give almost twice the computational
performance as when using only GPUs, for suitable test cases. Although, because of the already described
issues with DP initialization (IO related), and CUDA runtime initialization, overall performance gains are in
fact not that large.
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Fig. 13: Placeholder for out-of-core



3. Conclusion

We have successfully ported the DP code to GPUs, with 2 different approaches to implementation of the main
computational loop. Using the first strategy, we have obtained a speedup of 10 to 14 times compared to the CPU
code. Moreover, one can expect even better speedup when the ratio between initialization and computation time
is high, since initialization time cannot be made to scale. From a practical point of view, the main drawback
is that the user must make sure that all the data can fit at once on GPUs. To do that, a rule of thumb must
be applied (see Section 2.1.1.). Moreover, to get the best possible performance, the user must ensure that the
GPU is loaded enough (target 80% memory occupancy on GPU).

When the second strategy is used, speedups of up to 16 times were observed using production-ready inputs,
and good scaling for up to 64 GPU cards was achieved. Some modifications to the original strategy were also
implemented, allowing us to use CPUs to help with the computation, and to solve problems that cannot fully
fit into GPU memory, using out-of-core approach. CPU offload for Argon case showed that on a CURIE node,
CPUs can contribute to computation almost as much as GPUs. The use of the out-of-core approach allows
solving of problems of much greater sizes, without severely impacting the performance.

Based on the analysis of these two strategies, it is recommended to use strategy 1 when we have inputs
that satisfy conditions regarding GPU memory usage, because it contains custom written kernels that employ
CUDA shared memory and give very good performance when cgerc BLAS operation is performed in a way used
in the DP code. On the other hand, strategy 2 gives better relative performance when larger inputs are used,
but its performance does not depend on the size of the data as much, and it can be used to efficiently solve very
large problems when out-of-core modification is used.
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