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Abstract

When a material is irradiated by particles or light, it responds with the excitation of
electrons and nuclei. Because of the Coulomb interaction, this gives rise to interesting
many-body effects, that cannot be explained in a single-particle picture. In this thesis
we are interested in their contribution to the electronic spectra. In particular we will
be looking into excitonic effects. These phenomena are due to excitations that can be
described as electron-hole pairs that interact.

The Bethe-Salpeter Equation (BSE) for the two-particle Green’s function, in an ap-
proximation based on the GW approximation to the self-energy, is a well established
approach for accounting for excitonic effects in theoretical spectroscopy. However, in its
current formulation it is computationally heavy, as its starting point requires the knowl-
edge of the interacting single particle Green’s function. Moreover, the existing imple-
mentations give access to only the diagonal parts of the microscopic screening function
ε−1(q,ω)G,G′ and Dynamic Structure Factor S(q,ω)G,G′ , both of which, in their full
form, are dense matrices in reciprocal lattice vectors G and G′. In inhomogeneous sys-
tems these off-diagonal elements can be important and, thus, it is highly desirable to be
able to describe them.

In this work, on the one hand, we try to make the Bethe-Salpeter Equation approach
more efficient. To this end we study the possibility of deriving alternative equations for
the two-particle Green’s function and modifying the standard Bethe-Salpeter Equation. In
particular, we use the fact that the shifts of spectral weight induced by the GW correction
to the single-particle energies and by the electron-hole interaction cancel at least partially.
The idea is to incorporate these cancelation effects, and moreover to use insight from
Time-dependent Density Functional Theory, to render our calculations lighter. Further-
more, based on detailed analysis and comparison of different approaches to theoretical
spectroscopy we discuss the importance of various ingredients contained in them.

On the other hand we extend the Bethe-Salpeter Equation to the off-diagonal elements
of the microscopic screening function and Dynamic Structure Factor. This allows us, first
of all, to reproduce available Coherent Inelastic X-ray Scattering results and make the-
oretical prediction for new ones. Second, this gives us the possibility to calculate the
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induced charge distributions due to excitons when the material is subject to an external
perturbation. And, third, we demonstrate the existence of exciton satellites, alongside the
plasmon ones, in photo-emission spectra of wide gap insulators.
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Chapter 1

Introduction

The main topic of this thesis is spectroscopy, the response of matter to an external
perturbation.

In this chapter we introduce the basic concepts and approaches used to describe the
interaction of matter with probe particles. We also give a brief overview of experimental
techniques used to this end, and of the effects that one can observe.

1.1 General framework

The interaction of particles and matter can be described using different approaches
at various levels of approximation. One of the simplest and oldest examples of such a
description of the light-matter interaction is given in classical optics, where materials are
characterized by a single quantity: the refraction index n, defined by n = c

v , where c is the
speed of light in vacuum and v is the phase velocity of light in the medium. Taking into
account the fact that materials absorb light leads to the introduction of a second quantity,
the absorption coefficient α and the Beer-Lambert law Φt = Φie−αz which relates the
transmitted light flux Φt and the incident one Φi, with the distance travelled by light
equal to z [1].

The discovery of Maxwell’s theory of electro-magnetism [2] gave rise to a fundamen-
tal description of interacting fields, charges and currents:
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Chapter 1. Introduction

∇ ·D = nf (1.1)

∇ ·B = 0 (1.2)

∇×E =−∂B
∂ t

(1.3)

∇×H = Jf +
∂D
∂ t

(1.4)

Matter is now characterized by the permittivity ε and the permeability µ that relate the
electric E and magnetic B fields to the displacement field D and the magnetizing field H

D = εE (1.5)

H =
1
µ

B (1.6)

which all enter the Maxwell’s equations, together with the free charge density nf and the
free current density Jf.

In this work we will be mostly interested in processes involving the response of matter
to external electric fields and therefore in the permittivity ε , while the permeability will
be assumed equal to µ0.

1.1.1 Description of Matter

Maxwell’s equations give a classical description of the electro-magnetic fields, which
is enough for most applications we are interested in. On the contrary, a classical descrip-
tion of matter is in most cases not sufficient. Therefore, we will proceed with a quantum-
mechanical description of it. For this we use the non-relativistic hamiltonian, describing
a material composed of electrons and ions, that interact via the Coulomb potential:

Ĥtotal =
N

∑
i=1

p2
i

2me
+

NI

∑
I=1

P2
I

2MI
+

1
2 ∑

I 6=J

ZIZJ

|RI−RJ|
+

1
2 ∑

i6= j

e2

|ri− r j|
−∑

i,I

eZI

|ri−RI|
.

Here pi and PJ are the i-th electron and J-th nucleus momenta, ri and RJ - their
positions in space, me and MJ their masses, ZI the charge of the I-th nucleus. In the
following we will set the electron charge (e), the electron mass (me), and the Plank’s
constant (h̄) to 1.

We will be interested in materials far from phase transitions, at low temperature and
in the linear response regime. Therefore we expect the Born-Oppenheimer approximation
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1.1 General framework

[3] to be valid, where we can separate the motion of ions from the motion of the electrons.
Moreover, we restrict ourselves to the study of electrons, supposing that the ions are de-
facto "frozen". In second quantization the hamiltonian for just the electrons reads:

Ĥelectron =
∫

dx1Ψ
†(x1)h0(x1)Ψ(x1)+

1
2

∫
dx1dx2Ψ

†(x1)Ψ
†(x2)vc(x1,x2)Ψ(x2)Ψ(x1).

(1.7)
Here h0 is the one-electron hamiltonian, that includes the kinetic energy, the potential

due to nuclei and/or other external potentials, the function vc(x1,x2) is the the electron-
electron Coulomb interaction, and Ψ†(xi)(Ψ(xi)) are the electron field operators that cre-
ate(annihilate) electrons at position xi. The arguments xi, are a short hand notation for
ri,si i.e. a space coordinate and a spin.

1.1.2 Description of Crystals

In the previous sub-section we have presented the general quantum-mechanical de-
scription of electronic systems. Here we will give a brief introduction to a specific case,
when the system is crystalline. It is then defined by its unit cell, which is replicated
through space using the corresponding translation symmetry group. In three dimensions,
this symmetry group is defined by three primitive vectors a1,a2,a3. Taking these vec-
tors with integer coefficients gives us the vectors Ri that are elements of the translation
symmetry group.

One can define reciprocal space vectors via the relation bi · a j = 2πδi, j. Solving it
gives

b1 = 2π
a2×a3

a1 · (a2×a3)

b2 = 2π
a3×a1

a2 · (a3×a1)

b3 = 2π
a1×a2

a3 · (a1×a2)
.

Similarly using linear combinations of b1,b2,b3 with integer coefficients one obtains a
linear space. Its vectors are commonly denoted by Gi and called reciprocal lattice vectors.
Due to the fact that the coefficients are integer their number is countable.

This definition of the reciprocal (or inverse) lattice allows us to perform decompo-
sitions of functions into plane-waves. This new basis is compatible with the translation
symmetry: a plane-wave f (r) = eiv·r is periodic, f (r) = f (r+R) if and only if v = Gi,
since by definition GiR = 2π . Therefore any periodic function F(r) can be expanded as

11



Chapter 1. Introduction

F(r) = ∑i eiGirFi.

In many cases it is useful to restrict the number of summands in the decomposition to
those belonging to a certain number of closed-shells, that is to reciprocal lattice vectors
defined by G2

i ≤ G2
max. This is an example of the usage of a "cutoff" Gmax, and it is an

important parameter in the calculations presented later.

1.1.3 Dielectric permittivity

In the present work we are interested in the ab-initio description of the particle-matter
interaction. In practice this means that we want to be able to calculate, for example, the
macroscopic permittivity ε , which enters the constructive relation Eqn. 1.5. This quantity
is a tensor that relates two vectors, the displacement field and the total electric field.

D(q,ω) =

(
DL(q,ω)

DT (q,ω)

)
=

(
εLL

M (q,ω) εLT
M (q,ω)

εT L
M (q,ω) εT

M(q,ω)

)(
EL(q,ω)

ET (q,ω)

)
. (1.8)

Here the longitudinal and transverse components of a vector F(q) are defined by:

F(q) = FT (q)+FL(q)

q ·FT (q) = 0

q×FL(q) = 0.

The subscript "M" underlines the fact that these quantities are macroscopic, or, in
other words, averaged over unit cells. These relations have been written down for the
Fourier transforms of the vectors.

In general Eqn. 1.8 means that a longitudinal field can induce a transverse one, and
vice-versa (for details see [4]). However, in highly symmetric cases, or when q→ 0
the problem decouples and moreover, it is possible to still limit oneself to the case of
longitudinal fields even to describe absorption of light. We will not display the superscript
"L" in the following.

Up till now, we have been describing the macroscopic quantities. However, in prac-
tice, it is the microscopic ones that are the most straight-forward to calculate.

Let us explain what we mean by this and make the connection between the macro-
scopic and the microscopic description. Consider a general microscopic potential v(r,ω).
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1.1 General framework

It can be expanded:

v(r,ω) = ∑
q

eiqr
∑
G

v(q+G,ω)eiGr ≡∑
q

eiqrv(q,r,ω). (1.9)

The macroscopic potential is the average over the volume of a unit cell:

vM(q,ω) =
1

Vunitcell

∫
drv(q,r,ω). (1.10)

Substituting v(q,r,ω) we obtain:

vM(q,ω) = v(q+0,ω). (1.11)

This means that the macroscopic averaged potential is given by the G = 0 component of
the microscopic one. Let us now calculate the relation between the macroscopic perturb-
ing potential vext

M and the total macroscopic vtot
M that contains the response of the system.

We start from a perturbed microscopic hamiltonian:

Ĥ= Ĥelectron + Ĥint(t),

where Ĥint(t) is a time-dependent perturbation.
In linear response the first order variation of the electron density δn, which is the

induced charge, reads:

δn(r, t) =
∫

dt ′dr′χ(r,r′, t− t ′)vext(r′, t ′). (1.12)

The linear coefficient χ is the density-density response function, or the susceptibility.
Note that in linear response and for a static Ĥelectron, the response function depends only
on the time difference t− t ′, and not on two separate times.

As a consequence of the induced charge, the total classical potential felt by the elec-
trons or test charges becomes vtot = vext + vind , where the last term is the induced poten-
tial vind = vcδn. This means that the external potential applied to the system is actually
screened. To describe this, one introduces the microscopic screening function ε−1:

vtot(r, t) =
∫

dt ′
∫

dr′ε−1(r,r′, t− t ′)vext(r′, t ′). (1.13)
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Chapter 1. Introduction

Putting the previous relations together we get:

ε
−1(r,r′, t− t ′) = δ (r− r′)δ (t− t ′)+

∫
dr′′vc(r− r′′)χ(r′,r′′, t− t ′). (1.14)

We are mostly interested in crystals. For functions of two space-time variables, the
translation symmetry implies: A(r, t;r′, t ′) = A(r+R, t;r′+R, t ′), with R a vector of the
translation symmetry group R = c1a1 + c2a2 + c3a3. In reciprocal space this symmetry
results in the fact that the Fourier transform Â is not a function of k1,k2, but of a single
q, belonging to the Irreducible Brillion Zone (IBZ) and two vectors of the inverse lattice
G1,G2. Therefore it can be written as a matrix Â(q)G1,G2 . This can be shown, taking as
an example ε(k,k′). We have:

ε(k,k′) =
1

Vtotal

∫
drdr′ε(r,r′)eikre−ik′r′ =

1
Vtotal

∫
drdr′ε(r+R,r′+R)eik(r+R)e−ik′(r′+R)

Using the relation ε(r,r′) = ε(r+R,r′+R) we get:∫
drdr′ε(r,r′)eikre−ik′r′ =

∫
drdr′ε(r,r′)eik(r+R)e−ik′(r′+R)

Therefore exp(ikR)exp(−ik′R) = 1 and either k−k′ = G0 or ε(k,k′) = 0. This is equiv-
alent to saying that our function ε(k,k′) depends on q,G,G′, where q is in the first Bril-
louin zone.

In a similar manner the homogeneity of time results in Â depending not on two, but
one frequency ω . 1

We can thus rewrite Eqn. 1.14:

ε
−1
G,G′(q,ω) = δG,G′+ vc

G(q)χG,G′(q,ω) (1.15)

and also Eqn. 1.13:

vtot(q+G,ω) = ∑
G′

ε
−1
G,G′(q,ω)vext(q+G′,ω)

Inserting this into Eqn. 1.11, and using the fact that a macroscopic external potential
has only the G = 0 component we obtain:

1. From here on, we will not always put a "hat" on Fourier transforms of functions, as it can be deduced
from the parameters on which the function depends.
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1.2 Spectroscopy

vtot,M(q,ω) = ε
−1
G=0,G′=0(q,ω)vext,M(q,ω) (1.16)

The macroscopic dielectric function is defined by the relation between the macro-
scopic external and total macroscopic potential

vtot,M = ε
−1
M vext,M. (1.17)

Therefore, we obtain:

1
εM(q)

= ε(q)−1
G=0,G′=0. (1.18)

The first works in this formalism were by Noziere and Pines [5] and Ehrenreich and
Cohen [6], who modeled the dielectric constant in the Random Phase Approximation
(RPA). An accurate description of the relation between the microscopic and macroscopic
susceptibilities was given by [7] and [8]. Note that the macroscopic dielectric function
εM(q) 6= ε(q)G′=0,G=0 when the matrix ε is not diagonal. Off-diagonal elements will
exist in materials that are not homogeneous (ε(r,r′) 6= ε(r− r′)). Their effect is known
as the Crystal Local Field Effects, often simply called Local Field Effects(LFE).

1.2 Spectroscopy

In this section we will give a brief introduction to the experimental techniques used
to study matter and its interaction with particles and light. Furthermore we will discuss
elementary excitations that play a role in their interpretation.

1.2.1 Photoemission and inverse photoemission spectroscopy

Photoemission spectroscopy (PES) and the related inverse photoemission spectroscopy
(IPES) are experimental techniques used to study electronic structure of matter. They ex-
ist in a variety of different setups.

The basic idea of Photoemission spectroscopy is to illuminate matter with photons,
so as to extract electrons from it. This process is governed by the Einstein law [9]:
Ek = ω −EB, where Ek is the energy of the out-going electron, ω is the energy of the
incoming photon, and EB is the binding energy of the electron in the material. This rela-
tion expresses energy conservation. By measuring the energy of the out-going electrons,
at fixed incident photon frequency, one can obtain information about the binding energy
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Chapter 1. Introduction

of electrons in the material. In the independent electron picture, one would expect, for
each momentum k, a sharp peak corresponding to the band energies of the electron in
the solid. An example of such an experimental spectra for Lithium Fluoride is shown in
Fig. 1.1 , taken from [10]. We see that the peaks, corresponding to the emission of differ-
ent electrons are not very sharp, but broadened. This is not surprising for the dispersing
valance band, but not obvious for the undispersing core levels. Moreover, we see the ap-
pearance of other structures in the spectra. These effects are due to the fact that the simple
single-electron picture is not completely valid. The main peaks correspond to electrons,
that are "dressed" by the interactions with other excitations. They are similar to single
particle peaks and are called quasiparticles. A discussion of the various other structures
present in the spectra will be performed in chapter 5.

Binding energy, eV

Figure 1.1 – Angle integrated photo-emission spectra of Lithium Fluoride, reprinted from
[10].

The inverse photoemission is the reverse process, in which one bombards matter with
electrons, which couple to unoccupied electronic states and then decay to low-lying un-
occupied states. Some of these decay processes will cause photo-emission and one can
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1.2 Spectroscopy

then measure its spectra, thus obtaining information on unoccupied states.
In a more elaborate setup one can measure not only the energy, but also the angle at

which the electron is emitted. These types of experiments are called Angular Resolved
Photoemission Spectroscopy (ARPES) [11]. A typical setup of such an experiment is
shown in Fig. 1.2.

Figure 1.2 – Setup of an ARPES experiment, from [12].

Using momentum conservation, one can get information not only on the binding en-
ergy, but also the momenta k of the electrons in the material. This concerns only the
momenta parallel to the surface: the momenta perpendicular to it is not conserved, due to
the breaking of translational symmetry by the existence of the surface.

An even more elaborate technique that is used to study material dynamics is time
resolved photoemission spectroscopy or even time and angular resolved photoemission
spectroscopy [13, 14, 15]. In this case two pulses are used: one to excite the material, and
the second one, at a later time, to extract electrons. This technique allows one to measure
the excited states of matter and their decay towards the ground state as a function of time
[16].

1.2.2 Loss spectroscopy and absorption

In the previous sub-section we have considered methods that involve either the addi-
tion or the removal of charged particles from the system. An alternative situation is when
the excitation of the system is charge neutral. Among these methods one can separate two
groups: when the probe is charged, for example transmission electron microscopy (TEM)
[17] and when the probe is neutral, for example inelastic X-ray scattering (IXS) [18]. In
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Chapter 1. Introduction

the first group of methods we find the electron energy loss spectroscopy (EELS). It can be
performed in an electron microscope where matter is bombarded by electrons and angle
and energy of the electrons after their interaction with the sample is recorded. This can be
combined with transmission electron microscopy to allow one to obtain results with high
spatial and spectral resolution. A possible realisation of such a setup is the energy-filtered
transmission electron microscope (EFTEM) [19].

Le
ns

es

Sample

CEM

Lenses

Lenses

Monochromator

Electron source

Analyzer

Figure 1.3 – Setup of an EELS experiment, from [12].

In the present work we are interested in EELS spectra of valence electrons. A schematic
setup of such an experiment is shown in Fig. 1.3: an electron beam creates a field that in-
teracts and excites matter, hence it loses energy. By measuring the energy difference we
obtain information about the excitations of matter. One possible setup is the scanning
transmission electron microscope [20] with an electron spectrometer.

Let us look at a simple theoretical description of such an experiment with electrons.
Consider a fast moving charged particle, with velocity v. The corresponding density is
n f (r, t) = eδ (r− vt). One can solve the macroscopic Maxwell equation ∇ ·D = n f . In
reciprocal space the solution reads:

D(q,ω) =
−iq
q2

e
(2π)3 δ (ω−qv).

Work performed by the system, or alternatively the loss of energy per unit of time is given

18
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by dA
dt =

∫
dr j(r, t) ·E(r, t). Using the expression for the current j =−vn f =−evδ (r−vt)

and the fact that E(q,ω) = ε
−1
M (q,ω)D(q,ω) we get:

dA
dt

=
∫

drδ (r−vt)
∫

dqdω ei(q·r−ωt) iv · ε−1
M (q,ω)q

q2
e2

(2π)3 δ (ω−qv)

=
∫

dqdω
ω

q2 ε
−1
M (q,ω)δ (ω−qv)

ie2

(2π)3 .

Using the relation that
∫

∞

−∞
dω ω ε−1(ω) = 2i

∫
∞

0 dω ω ℑ
[
ε−1(ω)

]
, obtained using the

symmetry consistent with the Kramers-Kronig relations [21], we get

dA
dt

=− e2

4π3

∫
dq

qv
q2 ℑ

[
ε
−1
M (q,qv)

]
.

This is the total energy loss. The energy loss probability P, that is defined by dA
dt =∫

∞

0 dω ω P(ω), reads:

P(ω) =− 1
4π3

∫
dq

e2

q2 ℑ
[
ε
−1
M (q,ω)

]
δ (ω−qv).

We see that the quantity that we thus measure is the imaginary part of the inverse
dielectric function ℑ

[
ε
−1
M (q,ω)

]
scaled by a factor 1/q2. The negative of ℑ

[
ε
−1
M (q,ω)

]
is

called the Loss Function. Note that we can also perturb the system at shorter wavelengths
and hence measure ℑ

[
ε
−1
G=G′(q,ω)

]
.

In the second group of methods, we illuminate the sample with high energy photons
and then measure the number of scattered photons per unit angle. In this case, the result
is similar, but without the 1/q2 pre-factor [18]. Therefore these loss and scattering ex-
periments can be complementary, in the sense that they are suitable for small, or large q
respectively.

Finally, if the probe photons are prepared in a particular manner, that is in a coherent
superposition of two plane waves:

A0(r) = A0eiK0r

Ah(r) = AheiKhr,

with A being the electro-magnetic 4-potential that is related to the electro-magnetic fields
E =−∇φ − 1

c
∂A
∂ t ; B = ∇×A, and Kh = K0 +G, with G being a reciprocal lattice vector

of the material we want to study, one can access also off-diagonal elements G 6= G′ of the
microscopic ε(q,ω)G,G′ matrix [22]. This kind of experiment is called Coherent Inelastic

19



Chapter 1. Introduction

X-ray Scattering (CIXS) Spectroscopy. It not has been used often up till now, but it is an
important technique as there is no simple experimental alternative to access the full di-
electric matrix. We will discuss this last type of experiments in detail in Chapter 4, where
we will also present ab-initio results for them.

To complete this subsection on the spectroscopy of neutral excitations, it is important
to link absorption experiments to the dielectric function. In principle, one would have to
consider the transverse components, but in the approximation of infinite wavelength of
light, which corresponds to q→ 0 and if one can make a principal axis transformation
of the dielectric tensor, an absorption spectrum is given by ℑ [εM(q→ 0)], with εM de-
fined by Eqn. 1.18. This limit is non-analytic and the direction q→ 0 corresponds to the
polarization of light. This is the quantity that is evaluated in most ab-initio calculations
[23].

1.2.3 The excitation zoo

As mentioned previously the excitations of matter can be neutral or charged. In the
case of a system of a finite number N of non-interacting particles in a volume V one
can define single particle, two-particle, n-particle excitations. These correspond simply
to states that are slater determinants with different occupations of the single-particle or-
bitals. As one adds interaction between particles the excitations start to couple, however
in many cases one can still assign a certain character to every one of them. The simplest
are the quasi-particle excitations, which are single-particle excitations "dressed" by the
interaction. A good example of such a situation is the polaron [24], which is an electron
excitation dressed by the interactions with phonons, the elementary lattice excitations.
A more elaborate example of an excitation is an exciton [25, 26]. In its simplest case,
known as Wannier exciton [27, 28], it is a bound electron-hole pair, that is similar to
a hydrogen atom, with the proton being replaced by a positively charged hole (a posi-
tively charged excitation, corresponding to an electron missing in the N-particle system).
Finally a macroscopic displacement of charges in materials gives rise to charge density
excitations, known as plasmons.

The plasmons are collective excitations present in the electron gas. They appear as
soon as one starts to consider the long-range Coulomb interaction. From a purely classical
point of view they can be seen as collective oscillations that appear when we displace all
the electrons by an infinitesimal distance with respect to nuclei. Alternatively they can be
viewed as one of the wave types propagating in an electron-hole plasma. To see this one
can consider the equation for wave propagation in a medium with a dielectric function
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that is dominated by a characteristic excitation at frequency ωp, the plasmon frequency:

ε(ω) = ε0

[
1− ω2

p
ω2

]
. For simplicity, assume µ = µ0. Taking the curl of the 3rd Maxwell

equation Eqn. 1.3, and inserting the 4th Maxwell equation Eqn. 1.4 we get in the absence
of free current:

∇× (∇×E) =− ∂

∂ t
∇×B =−µ0

∂ 2D
∂ t2 .

Using the first Maxwell equation Eqn. 1.1 we replace ∇× (∇×E) by −∇2E. We
then assume a wave-like excitation E = E0ei(ωt−kr), use the relation of D = εE and go to
reciprocal space. This gives us:[

k2−µ0 ε0 (ω
2 −ω

2
p)
]

E = 0.

The non-trivial wave solution has a dispersion relation: ω2 = k2c2 +ω2
p, where we

used the fact that c = 1√
µ0ε0

. This is the plasmon dispersion. As usual, when one goes
to the quantum description these waves become quantized. Moreover one has to consider
them together with other elementary excitations. This makes them no-longer sharp, but
gives them a broadening. Finally, due to the interactions with the electron-hole contin-
uum the spectra of the plasmon becomes asymetric. This effect is also known as Fano
asymetry. A more in-depth discussion of excitons and plasmons in simple models can be
found in [29, 30].

1.3 Ab-initio methods

The key quantity that emerges from the previous sections is the ω-dependent dielectric
function. Here we will give an introduction to ab-initio methods used to calculate this
quantity, and to reproduce and predict results of the various types of experiments, that
have been presented in the second section.

1.3.1 Density Functional Theory

In principle, the Schrödinger equation based on the hamiltonian Eqn. 1.7 for electrons
contains all the information we need, and if one were able to solve it - one could compute
all the interesting physical quantities. However, in practice the solution of such a problem
for a reasonable number of electrons is impossible, and even if it were possible one could
not store the wave-function of 3N coordinates [31]. Therefore, different methods and
approximations to them were developed to overcome this difficulty. The simplest are the
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Hartree and Hartree-Fock approximations. They contain the classical electrostatic effects
(Hartree) and the information that the electrons are fermions (Fock), but this is in general
not sufficient. A break-through came from the observation that knowing the ground state
electron density is, in principle, enough to describe the relevant physical observables.
This is the basis of Density Function Theory. The practical realization relies on the fact
that one can map the real interacting system into a fictitious system of non-interacting
particles, such that the two systems have exactly the same density. This is the Kohn-Sham
approach [32]. An in-depth description of this approach is given in [31].

Here, we will just give a brief overview of the foundations given by the Hohenberg-
Kohn theorems [33]. The first theorem states that the ground state density of a system
of interacting particles in an external potential vext uniquely determines this potential
(up to a constant) and hence the entire system. From this, one derives that the energy
of the system is also uniquely determined by its ground state density. This allows one
to introduce the energy functional E[n]. Unfortunately the exact functional E[n] is not
known. The second theorem states, with the help of the variational formulation of the
Schrödinger equation Eqn. 1.19 that this functional is minimised by the exact ground
state density,

Φ is the ground state≡Φminimizes〈Φ|Ĥ|Φ〉−E〈Φ|Φ〉 (1.19)

This finding was then followed by the seminal work of Kohn and Sham (KS), who
have shown that one can find a system of non-interacting particles that will give the same
density as the physical system [32]. This leads to the Kohn-Sham equations.

(
−∇

2 + ve f f (r)
)

φi(r) = εiφi(r)

ve f f (r) = vext(r)+ vh(r)+ vxc(r), (1.20)

where vh(r) is the Hartree potential, and vxc(r) = δExc[n]
δn(r) is the exchange-correlation

potential, that is also a functional of n, which means that it depends on the density all
points in space. The exchange-correlation energy Exc is defined as the difference: Exc =

E−TS−Eext−EH , where TS is the non-interacting kinetic energy:

Ts[n] =
1
2

N

∑
i=1

∫
dr φ

∗
i (r)∇

2
φi(r),

Eext =
∫

drn(r)vext(r) and EH is the Hartree energy. Since E[n] is not known, Exc and vxc

are not known either, but useful approximations exist.
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Ĥ -φi,εi

6

n�

?φ f inal

Figure 1.4 – The Kohn-Sham scheme in practice

1.3.2 Density Functional Theory in practice

In the simplest Local-Density Approximation (LDA)[32] one supposes that vxc is a
local function of the local density, vxc([n],r)→ vLDA

xc (n(r),r).
This function is taken from the homogeneous electron gas. The final computational

method that uses this approach in practice is depicted in Fig. 1.4. Starting from an initial
approximation to the density ninitial we compute the effective external potential for the
non-interacting system ve f f = vext + vH + vxc and solve the corresponding hamiltonian
problem. The obtained wave-functions φi are then used to construct a new guess for the
density n(r) = ∑occupied |φi(r)|2 and the scheme is repeated, until it converges to a given
precision.

It is worth noting that the wave functions φi and energies εi obtained in this scheme
are not the real wave functions or energies of the system. However, in some cases they are
not such a bad guess [34] and we will use them often in this work as a first approximation.
For a more in-depth discussion of Density Functional Theory, we refer the reader to [35].
For a discussion of a wide class of more advanced functionals one can look into [36].

A further simplification comes from the fact that one doesn’t require the knowledge
of the energies and wavefunctions of the electrons that are deep in the core of the atom,
as they are strongly bound and do not have any effect in the range of energies we will be
interested in. Therefore, to avoid their calculation, we use pseudopotentials, that mimic
the behavior of the atom core, screened by the strongly bound electrons. A discussion of
the accuracy of this approximation in the context of spectroscopy is found in [37, 38].

1.3.3 TDDFT

Density Functional Theory can be extended to the case of time-dependent external po-
tentials. An equivalent of the Hohenberg-Kohn theorem in this case is the Runge-Gross
theorem [39]. Together with the Kohn-Sham approach it leads to a time-dependent ef-
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fective single-particle Schrödinger equations in strict analogy to Eqn. 1.20. The response
of the system to a weak potential vext can be derived using time dependent perturbation
theory. In the linear regime n(r, t) =

∫
dr′dt ′χ(r,r′, t− t ′)vext(r′, t ′) (Eqn. 1.12). Hence,

schematically,
δn

δVext
=

δn
δve f f

δve f f

δVext
, (1.21)

from which we obtain:

χ(r1t1,r2t2) = χKS(r1t1,r2t2)+χKS(r1t1,r′2t ′2)
(

1
|r′2− r′1|

+ fxc(r′2t ′2,r
′
1t ′1)
)

χ(r′1t ′1,r2t2),

(1.22)

where, repeated indices are integrated over and χKS =
δn

δve f f
, is the independent particle

(Kohn-Sham) susceptibility and fxc =
δvxc
δn is the variation of the exchange-correlation

potential vxc. We will come back to the formal derivation of this equation in chapter
3. An extensive review of TDDFT can be found in [40]. It is worth noting that the
first calculations in this formalism were performed even before a rigorous theory was
developed [41].

Though being formally exact, Time Dependent Density Functional Theory is known to
have problems describing some types of excitations [42, 43]. One usually, except for some
model cases [44], makes approximations to the fxc kernel. The simplest approximation is
the Adiabatic Local Density Approximation (ALDA)

f ALDA
xc (r, t,r′, t ′) = δ (r− r′)δ (t− t ′)

dvLDA
xc (n(r),r)

dn(r)

that doesn’t have the correct long-range behavior and misses the bound excitons. More
advanced kernels have been suggested, for example in [45, 46]. The possibility of com-
bining some elements of Many Body Perturbation Theory and TDDFT has also been
suggested [47, 48, 49, 50, 51].

1.3.4 Many Body Perturbation Theory. Green’s Functions

An alternative approach to the density-functional based methods described in the pre-
vious sub-section is Many-Body Perturbation Theory. The key objects in these approaches
are the Green’s functions. The N-particle Green’s function (N being the total number of
electrons in the system) is a Green’s function in the most straightforward mathematical
sense, namely GN(z) = (z−H)−1 with z a complex frequency, of the full hamiltonian
Eqn. 1.7. This quantity has the same dimension as the full hamiltonian and is thus, in

24



1.3 Ab-initio methods

practice, not very useful. However, here we are only interested in the information con-
tained in the one- and the two-particle Green’s functions, which are defined as follows:

G(1;2) = (−i)
〈
TΨ(1)Ψ†(2)

〉
(1.23)

G2(1,2;3,4) = (−i)2
〈
TΨ(1)Ψ(2)Ψ†(4)Ψ†(3)

〉
≡ G(2,4)G(1,3)−L(1,2;3,4). (1.24)

Here, the numbers 1,2, etc stand for the space, spin and time coordinates i.e. 1 =

(x1, t1) = (r1,s1, t1). The symbol T stands for time ordering, and Ψ is the electron field
operator in the Heisenberg picture. At zero temperature and fixed particle number, the
averaging is performed over the ground state |N〉. This is the case considered in the fol-
lowing.

The single particle Green’s function is the probability amplitude of an additional par-
ticle going from space, spin and time point 2 to 1(Fig. 1.5(a)). The diagonal part of the
single particle Green’s function gives us the density:

n(x) =
〈

Ψ
†(x, t)Ψ(x, t)

〉
=−iG(x,x, t, t+) (1.25)

Similarly the two-particle Green’s function describes a process involving two particles
going from points 3,4 to points 1,2 (Fig. 1.5(b)). This is also the definition of L, in which
we have subtracted from G2 the trivial case where the movement of the two particles is
independent. This is a key object, as its diagonal gives the density-density correlation
function, which in its turn, through the Fluctuation Dissipation Theorem [52, 53], is pro-
portional to the susceptibility:

χ(1,2) =−iL(1,2+;1+,2). (1.26)

The physical meaning of these Green’s functions can be better understood, if we
rewrite them in the Lehmann representation [54]. Let us do this for the single particle
G. First we write out its definition Eqn. 1.23 using Heaviside step functions (Θ(t) = 1 if
t > 0 and Θ(t) = 0 if t < 0):

iG(x1, t1;x2, t2) = Θ(t1− t2)
〈
Φ

N∣∣Ψ(x1, t1)Ψ†(x2, t2)
∣∣ΦN〉−

−Θ(t2− t1)
〈
Φ

N∣∣Ψ†(x2, t2)Ψ(x1, t1)
∣∣ΦN〉

25



Chapter 1. Introduction
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(a) Single-particle G

t1,x1
t3,x3
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(b) Two-particle G

Figure 1.5 – Schematic representation of Green’s functions

By inserting a complete set of many body-states ∑k
∣∣ΦN+1

k

〉〈
Φ

N+1
k

∣∣ and ∑k
∣∣ΦN−1

k

〉〈
Φ

N−1
k

∣∣,
between the field operators, we obtain:

iG(x1, t1;x2, t2) = θ(t1− t2)∑
k

exp
(
i(EN

0 −EN+1
k )(t1− t2)

)
gk(x1)g∗k(x2)−

−θ(t2− t1)∑
k

exp
(
i(EN

0 −EN−1
k )(t2− t1)

)
fk(x1) f ∗k (x2),

where EN
0 s the ground state total energy, and Ek are the energies of excited many-body

states. Here fk and gk are the Lehmann amplitudes:

fk =
〈
Φ

N−1
k

∣∣Ψ(x)
∣∣ΦN〉

gk =
〈
Φ

N∣∣Ψ(x)
∣∣ΦN+1

k

〉
,

where Ψ(x) are the field operators in the Schrödinger picture.

In frequency space the exponentials ei∆E∆t become fractions 1
z−∆E . This means that

the single particle Green’s function will has poles at the energies corresponding to elec-
tron addition and removal energies. To make this even more explicit one can look at the
spectral function A(ω), defined as:
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A(x1,x2,ω) = lim
η→0+

i
2π

[G(x1,x2,ω + iη)−G(x1,x2,ω− iη)] =

= ∑
k

fk(x1) f ∗k (x2)δ (ω− (EN
0 −EN−1

k ))+

+∑
k

gk(x1)g∗k(x2)δ (ω +(EN
0 −EN+1

k )). (1.27)

We see that the spectral function has peaks at electron addition and removal energies,
weighted by the Lehmann amplitudes. The spectral function can be directly related to
experiments. In particular, to first approximation, the photo-current I(k,ω), for an outgo-
ing electron with momentum k, is directly related to the diagonal element of the spectral
function Ak,k(ω).

It is important to point out that for an interacting system the state Ψ†
∣∣ΦN〉 where an

electron is added to the N-particle system is in general not an eigenstate of the N+1 par-
ticle system. The same is true for the electron removal. The existence of this difference
will result, among other things, in the appearance of satellites in spectra. These satellites
will be discussed in more details in chapter 5.

Let us now derive an equation relating these Green’s functions, the first equation of
the Bogolyubov hierarchy [55] for this problem. Returning to our hamiltonian (Eqn. 1.7)
and using that in the Heisenberg picture ∂tA(1) = [A(1),H(1)], we can write down the
equations of motion (EOM) for Ψ and Ψ†,

i∂tΨ(1) = [Ψ(1),H(1)] = h0(1)Ψ(1)+
∫

dx′Ψ†(1′)v(1,1′)Ψ(1′)Ψ(1)

i∂tΨ
†(1) =

[
Ψ

†(1),H(1)
]
= Ψ

†(1)h0(1)+
∫

dx′Ψ†(1)Ψ†(1′)v(1,1′)Ψ(1′)

,

where v(1,1′) = vc(r1,r′1)δ (t
′
1− t1).

With the time ordering in the definition of G(1,2) (Eqn. 1.23) given by the Heaviside
theta-functions we find the EOM for the single-particle Green’s function:
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i∂tG(1,2) = δ (1−2)+h0(1)G(1,2)+

+ iΘ(t1− t2)
〈∫

dx′1Ψ
†(1′)Ψ(1′)v(1,1′)Ψ(1)Ψ†(2)−

− i Θ(t2− t1)
∫

dx′1Ψ
†(1′)Ψ(1′)v(1,1′)Ψ†(2)Ψ(1)

〉

The part that is integrated can be identified with a two particle Green’s function. How-
ever care must be taken, because G2 not only depends on the 4 spatial coordinates, but
also on the 4 times, whereas the part that is integrated here depends only on two times,
as the Coulomb interaction is instantaneous. The correct time-ordered expression will be
i
∫

dx′1G2(1,1′;2,1′′)v(1,1′); here 1 := (x1, t), 1′ := (x′1, t + ε), 1′′ := (x′1, t +2ε).

One can then rewrite our equation as follows, using the non-interacting Green’s func-
tion G0, that satisfies i∂tG0(1,2) = δ (1−2)+h0G0(1,2) :

G−1
0 (1,1′)G(1′,2)+ iv(1,1′)G2(1,1′,2,1′

+
) = δ (1−2)

Here, primed quantities are integrated over. Using the relation between G2 and L (Eqn. 1.24)
one obtains:

G(1,2)=G0(1,2)−iG0(1,1′)v(1′,2′)G(2′,2′+)G(1′,2)+iG0(1,1′)v(1′,2′)L(1′,2′;2,2′+)
(1.28)

With −iG(1,1+) = n(1) (Eqn. 1.25) we see that the second term in the r.h.s. contains
the Hartree potential.

The equation Eqn. 1.28 shows that the propagation of a particle in the system is mod-
ified by the classical electrostatic Hartree potential, and by the correlation of the particle
with other particles in the system, contained in L. Finally one can write Eqn. 1.28 in the
form of a Dyson equation:

G(1,2) = G0(1,2)+G0(1,1′)vH(1′)G(1′,2)+G0(1,1′)ΣXC(1′,2′)G(2′,2), (1.29)

where we have defined the self-energy ΣXC, as

ΣXC(1,2) = v(1,1′)L(1,1′;2′,1′+)G−1(2′,2). (1.30)
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1.3.5 Many Body Perturbation Theory. Hedin’s equations

The equation for the Green’s function Eqn. 1.28 cannot be solved, as a priori L is un-
known. However, according to Eqn. 1.26, its diagonal, using the Fluctuation Dissipation
Theorem [53], can be written as

−iL(1,2+;1+,2) = χ(1,2) =
δn(1)

δVext(2)
=−i

δG(1,1+)
δUext(2,2+)

, (1.31)

where we introduced a general non-local potential Uext , with Uext(2,2+) = Vext(2). This
relation can be generalized to the full L(1,2,3,4). It can be written using functional in-
tegrals [56], by adding a non-local external potential ∆H =

∫
dx1dx2Uext(1,2)Ψ†(1)Ψ(2)

into the electron hamiltonian Eqn. 1.7, which leads to

L(1,4;2,3) =
δG(1,2)

δUext(3,4)
. (1.32)

Using these relations and the equations of motion for the Green’s function, one can
derive an integral equation for L analogous to Eqn. 1.22. This equation is called the Bethe-
Salpeter equation. We will perform this derivation in the second chapter. Here, we just
note its schematic form:

L = GG+GG
δΣ

δG
L. (1.33)

From this one can derive a set of equations known as the Hedin’s equation [57]. First
we define a vertex function Γ = LG−1G−1. Eqn. 1.33 then leads to Eqn. 1.38. We,
furthermore, introduce the polarizability P (Eqn. 1.37), the screened Coulomb interaction
W (Eqn. 1.35), and, finally the self-energy Σ (Eqn. 1.36). Comparing these definitions
with Eqn. 1.28 we obtain the Dyson equation for the Green’s function G (Eqn. 1.34), the
same as Eqn. 1.29. The full set of equations reads:

G(1,2) = G0(1,2)+G0(1,1′)Σ(1′,2′)G(2′,2) (1.34)

W (1,2) = v(1,2)+ v(1,1′)P(1′,2′)W (2′,2) (1.35)

Σ(1,2) = iΓ(2′;1,1′)G(1′,2)W (2′,2) (1.36)

P(1,2) =−iΓ(1;2′,2′′)G(2,2′)G(2′′,2) (1.37)

Γ(1;2,3) = δ (1,2)δ (1,3)+ Γ(1;2′,3′)G(2′′,2′)G(3′,3′′)
δΣ(2,3)

δG(2′′,3′′)
. (1.38)

Note that P yields the dielectric function, ε(1,2) = δ (1− 2)− vc(1,1′)P(1′,2) and
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W (1,2) = ε−1(1,1′)vc(1′,2).

In the simplest approximation, when the vertex function is given by the product of
two delta functions (i.e. in Eqn. 1.38 the second term is neglected), this gives the widely
used GW approximation [58] for the self-energy Σ(1,2) = iG(1,2)W (1,2). In this ap-
proximation Eqn. 1.37 becomes P(1,2) =−iG(1,2)G(2,1), which is the Random Phase
Approximation (RPA). The GW approximation is the simplest non-trivial approximation
used to describe the photo-emission processes and for the calculation of ab-initio band-
structures [59, 60, 61]. To understand this, using the solution of Eqn. 1.34 and Eqn. 1.27,
one can rewrite the spectral function A(ω) in terms of the self-energy:

A(k,ω) =
1
π

ℑΣ(k,ω)[
ω− ε0

k−ℜΣ(k,ω)
]2
+[ℑΣ(k,ω)]2

. (1.39)

With the GW approximation Σ(1,2) = iG(1,2)W (1,2) this gives an approximation to
the photo-emission spectra.

At this point we can give a more precise definition of quasi-particles, in particular
we see that for ω − ε0

k −ℜΣ(k,ω) = 0 the spectral function will contain peaks. These
solutions ωk will give us the quasi-particle energies. The other option for peaks in A(k,ω),
is when there is a maximum in ℑΣ(k,ω). These can be related in the GW approximation
to the peaks the loss function ℑε−1(ω), which is as shown in subsection 1.2.2, related to
the Electron Energy Loss Spectroscopy measurements. These peaks are called satellites
and physically correspond to the situation, where the hole created in the photoemission
process excites the system, and hence the outgoing electron has less energy.

The properties of Hedin’s equation and the GW approximation have been analyzed
for real materials, or using simple models. Among the simplest are the one-point model
[62, 63] for the Hedin’s equations, and the two-electrons on a sphere model, for the GW
approximation [64]. The first realistic GW calculations were carried out for the simple
semi-conductors silicon and diamond. They solved the so-called Kohn-Sham "Gap prob-
lem" [65, 59]. Even today, most of the GW calculations concentrate only on the quasi-
particle part of the spectrum, calculating the band structure [66]. Satellites are much less
studied; they are one of the topics of this thesis.

An in-depth overview and derivation of the Many-Body Perturbation theory approach
can be found in [67]. An approach combining some elements of the Green’s function ap-
proach with Density Functional Theory, or rather the broader class of mean field theories,
is the Dynamical Mean Field Theory [68]. The limitations of the GW approach and some
possible extensions have been discussed for example in [69, 70].
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1.3 Ab-initio methods

1.3.6 Single-electron limit

It is always useful to have a simple toy-model, for which we know the exact results.
To this end, let us consider the limit of one electron i.e. we take the ground state to be
|N = 1〉 and write down some of the quantities defined in the previous sections of this
chapter. Spin is omitted here.

To do this we will first of all introduce a set of notations. The vacuum, and the single-
electron excitations in the interacting and non-interacting case are the same, as well as the
ground state.

H H0
Vacuum |N = 0〉 ,0 |N = 0〉 ,0
Ground |N = 1〉 ,ε1 |N = 1〉 ,ε1

1-particle |N = 1,k,ν〉 ,ε1,k,ν |N = 1,k,ν〉 ,ε1,k,ν
2-particle |N = 2,k,ν〉 ,ε2,k,ν |N = 2,k,ν〉0 ,ε1,k,ν + ε1

If we define the amplitudes:

ψ
e
k,ν(r) = 〈N = 1|Ψ(r) |N = 2;ν ,k〉

ψ
∗h(r) = 〈N = 1|Ψ†(r) |N = 0〉

φk,ν(r) = 〈N = 0|Ψ(r) |N = 1;ν ,k〉
φ

e
k,ν(r) = 〈N = 1|Ψ(r) |N = 2;ν ,k〉0 = φk,ν(r)

φ
∗h(r) = 〈N = 1|Ψ†(r) |N = 0〉

corresponding to transitions between various, we obtain:

G(r1,r2,ω) =

[
∑
ν ,k

ψe
k,ν(r1)ψ

e∗
k,ν(r2)

ω− (ε2,k,ν − ε1)+ iδ
+

ψh∗(r2)ψ
h(r1)

ω− ε1− iδ

]

G0(r1,r2,ω) =

[
∑
ν ,k

φ e
k,ν(r1)φ

e∗
k,ν(r2)

ω− ε1,k,ν + iδ
+

φ h∗(r2)φ
h(r1)

ω− ε1− iδ

]

Taking into account the fact that ψh(r) = φ h(r) we obtain that the hole-part is the
same for both Green’s functions, but there is a difference in the electron addition part.
The densities in both cases are:

n(r1) =−iG(1,1+) =−(−i)2
Θ(1+−1)

〈
Ψ

†(1)Ψ(1)
〉
= ψ

h∗(r1)ψ
h(r1) = φ

h∗(r1)φ
h(r1)

We can also define the electron and hole energies:
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ε
e
ν ,k = ε2,k,ν − ε1

ε
h = ε1. (1.40)

These are the energies that one would measure in direct or inverse photoemission.
Let us now also compute the susceptibility χ . To do this we express the diagonal of

the two-particle Green’s function:

G(1,2;1+,2+) = (−i)2
〈
TΨ(1)Ψ†(1)Ψ(2)Ψ†(2)

〉
=

−Θ(t1− t2)∑
k,ν
〈N = 1|Ψ(1)Ψ†(1) |k,ν〉〈k,ν |Ψ(2)Ψ†(2) |N = 1〉−

−Θ(t2− t1)∑
k,ν
〈N = 1|Ψ(2)Ψ†(2) |k,ν〉〈k,ν |Ψ(1)Ψ†(1) |N = 1〉 .

We then go to the contracted L, which gives us what we want via the relation χ(1,2) =
δn(1)

δvext(2)
=−iL(1,2,1+,2+), derived from the Fluctuation Dissipation theorem.

χ(r1,r2,ω) =

[
′

∑
k,ν

φ∗(r1)φk,ν(r1)φ(r2)φ
∗
k,ν(r2)

ω +(ε1− εk,ν)+ iδ
−
′

∑
k,ν

φ∗(r2)φk,ν(r2)φ(r1)φ
∗
k,ν(r1)

ω− (ε1− εk,ν)− iδ

]
(1.41)

Note that the signs of the small infinitesimal parts iδ indicate the time-ordered form
of χ . The prime at the sum expresses the fact that the ground state is not summed over. It
is worth noting the fact that this is the same result as the one that we would have obtained
by taking χ = G0G0. This might sound trivial, since there cannot be any contribution of
the Coulomb interaction in the excitation of a single electron. However, we will discuss
the implications of this in the next chapter.
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Chapter 2

The Bethe Salpeter Equation

In the Bethe-Salpeter Equation Eqn. 1.33 the one-particle Green’s function and self-
energy appear. In order to obtain results one must therefore have a good approximation
for these two quantities. One can obtain them, for example, by using the GW approxima-
tion.

The Bethe-Salpeter Equation (BSE) based on the GW approximation to the self-
energy is a well established approach for accounting for excitonic effects in optical proper-
ties and photo-absorption spectra (see, for example [71, 23]). However, in its current for-
mulation it is both computationally heavy and displays cancelation effects not accounted
for analytically.
In this chapter we introduce the Bethe-Salpeter Equation (BSE), discuss the sources of
cancelations [72] based on simple models and the possibility of putting them forward
explicitly. Furthermore, we suggest alternative formulations and sets of approximations
to the Bethe-Salpeter Equation. Finally, we discuss the possibility of using these new
approaches for real systems.

2.1 The Standard BSE in condensed matter ab initio cal-
culation

In the present section we derive an equation for L, the two-particle correlation func-
tion, known as the Bethe-Salpeter equation. Together with the equations of motion for
the single-particle Greens’ function they form a closed set of equation. We then briefly
discuss the application of this method to a prototypical semi-conductor, Silicon, and the
problems that one encounters when using the standard Bethe-Salpeter equation.

33



Chapter 2. The Bethe Salpeter Equation

2.1.1 Derivation of BSE

The Bethe-Salpeter Equation was first introduced in the context of high energy physics
[73, 74]. It was then extended to condensed matter physics [75, 76]. Let us sketch the
derivation. To do this, we consider a general hamiltonian for electrons, as introduced in
Eqn. 1.7.

Ĥ =
∫

dx1Ψ
†(x1)h0(x1)Ψ(x1)+

1
2

∫
dx1dx2Ψ

†(x1)Ψ
†(x2)vc(x1,x2)Ψ(x2)Ψ(x1)

(2.1)

One can then consider a non-local perturbation ∆H =
∫

dx1dx2Uext(1,2)Ψ†(1)Ψ(2),
and calculate in first order perturbation theory in ∆H the variation of G, δG

δUext
. One obtains

a term with four field operators that equals L. We start our considerations from this
relation:

L(1,4;2,3) =
δG(1,2)

δUext(3,4)
.

Taking the variational derivative of G−1G = 1 one obtains:

δG(1,2)
δUext(3,4)

=−G(1,1′)
δG−1(1′,2′)
δUext(3,4)

G(2′,2). (2.2)

As before, and further in this section the primed quantities are integrated over.

Substituting the variational derivative of G from this equation into the previous one
and then replacing G−1 from the Dyson equation G−1 = G−1

0 −Uext−Σ, one obtains:

L(1,4;2,3) = G(1,3)G(4,2)+G(1,1′)
δΣ(1′,2′)
δUext(3,4)

G(2′,2).

Finally, using the chain rule and defining L0(1,2;3,4) = G(1,4)G(2,3) :

L(1,4;2,3) = L0(1,4;2,3)+L0(1,2′;2,1′)
δΣ(1′,2′)

δG(1′′,2′′)
L(1′′,4;2′′,3). (2.3)

After some relabeling of variables this equation becomes:

L(1,2;3,4) = L0(1,2;3,4)+L0(1,2′;3,1′)
δΣ(1′,2′)

δG(1′′,2′′)
L(1′′,2;2′′,4).

If we define

Ξ(1′,2′′,2′,1′′) =
δΣ(1′,2′)

δG(1′′,2′′)
,

we obtain:
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2.1 The Standard BSE in condensed matter ab initio calculation

L(1,2;3,4) = L0(1,2;3,4)+L0(1,2′;3,1′)Ξ(1′,2′′,2′,1′′)L(1′′,2;2′′,4). (2.4)

Taking the self-energy Σ to be the sum of a Hartree term vH and of the GW correction,
assuming W to be independent of G and static, we get the standard approximation to the
Bethe-Salpeter equation,

L(x1,x3,x2,x3|ω) = L0(x1,x3,x2,x3|ω)+L0(x1,x′3,x2,x′3|ω)v(x′3,x
′
5)L(x

′
5,x3,x′5,x3|ω)−

−L0(x1,x′3,x2,x′5|ω)W (x′3,x
′
5)L(x

′
5,x3,x′3,x3|ω). (2.5)

Here, we have also reduced our discussion to the electron-hole part of L, which means
that we set t3 = t1 +η and t4 = t2 +η . This corresponds to the time-ordering present in
the density-density correlation function.

When the W term is neglected, one obtains the Random Phase Approximation, intro-
duced in the first chapter. Diagrammatically the Bethe-Salpeter equation can be visualized
as depicted in Fig. 2.1.

= +

+

+

Figure 2.1 – The diagrammatic representation of the standard Bethe-Salpeter equation

Here the straight lines represent single-particle Green’s functions, the horizontal wig-
gly line is the Coulomb interaction vc, the vertical wiggly line is the screened coulomb
interaction W and the square is L.

This equation has been widely applied to calculate properties of condensed matter
systems. It is useful to rewrite the static Bethe-Salpeter equation in a transition basis.
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Matrix elements in the basis of orbitals ψ∗n (x) gives:

4
χn1,n2,n3,n4 = ψn1(x

′
1)ψ

∗
n2
(x′2)L(x

′
1,x
′
4;x′2,x

′
3|ω)ψ∗n3

(x′3)ψn4(x
′
4). (2.6)

With this Eqn. 2.1 becomes:

4
χn1,n2,n3,n4 =

4
χ

0
n1,n2,n3,n4

+ 4
χ

0
n1,n2,n′3,n

′
4
Kn′3,n

′
4,n
′
1,n
′
2

4
χn′1,n

′
2,n3,n4

, (2.7)

where

Kn′3,n
′
4,n
′
1,n
′
2
= ψn′3

(x′3)ψ
∗
n′4
(x′4)

[
v(x′1,x

′
3)δ (x

′
1−x′2)δ (x

′
3−x′4) +

+W (x′1,x
′
3)δ (x

′
1−x′4)δ (x

′
3−x′2)

]
ψ
∗
n′1
(x′1)ψn′2

(x′2). (2.8)

Note that the two summands that enter the Kernel have two delta functions, but with
different arguments. The difference explains why there is a horizontal and a vertical line
in Fig. 2.1. Without the vertical line (W ), one could close the end-points of the diagrams
and have a closed equation for χ . Because of the presence of W , this not possible.

The Bethe-Salpeter equation in its matrix form is the basis for most ab-initio calcu-
lations of optical properties. In semiconductors and insulators one can show that only
couples (n1,n2) and (n3,n4) where one state is occupied, and the other unoccupied con-
tribute to 4χ and 4χ0. These couples are also called transitions. Dependent on whether
the first element of the couple is occupied or unoccupied, they correspond to transitions
of positive and negative frequency. Because of the matrix inversions, all these couples
mix. This is called a coupling of transitions. Often one neglects the mixing of transitions
of positive and negative frequencies: this is called the Tamm-Dancoff Approximation.
If one further restricts oneself to transitions of positive frequency only this is called the
resonant-only approximation.

2.1.2 Application to Silicon

In the present subsection we apply the Bethe-Salpeter Equation using state of the
art codes to a prototypical semi-conductor: Silicon (Fig. 2.1.2). A much more detailed
analysis of various results for this material is left to the next chapter. Here we just use this
example to point out some basic properties. The two codes we shall be using to calculate
the spectra are DP and EXC [77]. The ground state calculation was performed in Abinit
[78]. For computational parameters we refer to Appendix A.1.
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Figure 2.2 – Crystalline structure of bulk Silicon (left); Band structure of Silicon(right)

Ground state

The properties of the ground state were calculated within the Local Density Approx-
imation to Density Functional Theory. We thus obtained the independent particle Kohn-
Sham Green’s Function, using the wave functions and energies, of the Kohn-Sham sys-
tem. However, the Bethe-Salpeter Equation, contains the interacting Green’s function. To
obtain a good approximation to it, we calculated the self-energy corrections to the quasi-
particle energies within the Σ = iGW approximation. This was done, using the Abinit
code. The results obtained were in good agreement with previous results from literature
[79]. As some of the calculations in the following require a large number of bands, the
effect of the self-energy was replaced by a simple shift of the valence with respect to the
conduction bands. This is also known as the scissor operator approximation to the self-
energy. In the following we are interested in the loss function. For Silicon, it is dominated
by one strong plasmon excitation a small q, that decays into the electron-hole continuum
at larger q, as observed in Figures 2.3 to 2.7, where we show the calculated loss function
−ℑ
[
ε
−1
M (q,ω)

]
for different values of q.

Fig. 2.3 shows the loss function calculated in the RPA using GW energies. At q = 0
the plasmon is close to 18 eV and it moves to higher energies with increasing q, consis-
tently with experimental observations. The figure also shows the importance of including
the lowest valence band. Note that this is different from calculations of the ℑ[εM] where
much less conduction and valence bands are required.

Finally, we perform a Bethe-Salpeter calculation, based on the GW approximation to
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Figure 2.3 – Bulk Silicon: loss function within the RPA using GW energies with and
without the 3s band for q = 0 and q = 0.75

the self-energy. An extensive convergence study is given in details in Appendix A.2.The
results for q = 0 are shown in Fig. 2.4. They agree with [80]. In particular the BSE shifts
spectral weight to lower energies compared to the RPA.
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Figure 2.4 – Loss function of Silicon, comparing RPA to the BSE(EXC) at q = 0 (30
bands)

We, furthermore perform the BSE calculation for q 6= 0, which has become possible
due to recent developments of the EXC code [81]. The results of this calculation are
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shown in Fig. 2.5(a), Fig. 2.5(b) and Fig. 2.5(c). We have also plotted the spectra obtained
by increasing the main convergence parameters. The fact that there is little difference
means that all these spectra are converged.
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Figure 2.5 – Loss Function in BSE(EXC) in the resonant-only approximation for different
q in the [1,1,1] direction. Apart from the final spectra, we have also plotted the spectra, ob-
tained by increasing the number of plane waves used to describe the wavefunction(wfnsh),
the dielectric matrix (matsh) and the number of bands(nband)

However, these results have been obtained by neglecting the coupling between the
positive and negative transition frequencies. For realistic comparison with experiments,
one has to perform the full Bethe-Salpeter calculation including this coupling. This is
discussed in the next chapter. To this end the current implementation was parallelized.
For details see Appendix B.1.

One would have to take take into account the fact that, even within the simple Σ= iGW
approximation the quasi-particles acquire a finite life-time. This life-time (LT) effect has
been extensively discussed in [82] in the framework of TDDFT. Here, for Silicon, we are
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interested in some questions of principle rather than pushing the results close to experi-
ment. Therefore we do not add lifetimes, although this can be done in the BSE framework
[83].

Fig. 2.6 shows results obtained in EXC with and without coupling for q=0.75 in the
[1,1,1] direction (this corresponds to a transferred momenta of 80 a.u.) differ consid-
erably. This shows a failure of the resonant-only approximation to the Bethe-Salpeter
Equation for the calculation of the loss function.
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Figure 2.6 – Dynamic structure factor of Si at q=0.75 in the [1,1,1] direction using differ-
ent methods: BSE(EXC) with and without coupling and without life-time effect,TDLDA
with and without life-time effect, experiment from [82]

Indeed, the figure shows that the BSE results including the coupling are much closer
to the experiment. The figure also contains TDLDA results.

Surprisingly, the agreement between TDLDA and BSE with coupling is very good,
apart from the higher energy region, which is due to the limited number of occupied bands
taken into account. The closeness of BSE and TDLDA is even better seen in Fig. 2.7,
where we compare two spectra computed within the TDLDA and BSE formalisms, but
with the same set of convergence parameters. We will further discuss the implication of
this in the next chapter. When lifetime effects are included in the TDLDA, the agreement
with experiments is very good. This strongly suggests they should be also included in the
BSE in the future. It is worth noting, that inserting an imaginary part computed within the
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GW approximation to the self energy into the denominator G, to account for the life-time
effects, is more natural, than using a modified f LT

xc in TDLDA, as in [82].
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Figure 2.7 – BSE(EXC) and TDLDA Loss functions of bulk Si for q=0.75 in [1,1,1]
direction.

2.1.3 Discussion

From the above results we see that in the case of loss spectra of silicon two very
different approaches, TDLDA and BSE, give very similar results. This is not always
true, but since TDLDA is computationally much simpler it is important to analyze this
situation, This shall be done in Chapter 3.

For now, let us look into how the Bethe-Salpeter approach works. This can be done
by visualizing the first order diagrams for χ , that are all representatives of much larger
classes of diagrams. The diagrams are shown in Fig. 2.8.

The first step we do is a DFT (LDA) calculation. It can be thought of as an elaborate
Hartree calculation, corresponding to the lower right diagrams. The next step we do is
a GW calculation. It gives us roughly a screened Hartree-Fock correction to the wave-
function and energies. This is already a much more demanding calculation. It corresponds
to the lower left diagrams. Finally we take into account the excitonic effects via the BS
equation which accounts for the two upper diagrams. This again is a rather cumbersome
calculation. Moreover, at each of these steps we make different approximations, and no
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Figure 2.8 – 1st order diagrams for χ . All the wiggly lines are bare Coulomb interactions.

one guaranties us, that they will all be consistent.

One other drawback of such a complicated approach can be easily seen in the one-
electron limit presented in the first chapter. Let us assume that we want to describe the
excitation of this system (Fig. 2.9) in the Bethe-Salpeter framework.

Figure 2.9 – Simple excitation of a one-electron system

To this end we will first calculate the single particle Green’s function. Its poles de-
scribe the addition and removal processes (Fig. 2.10). It is important to note that in the
case of the electron addition process, electron repulsion and screening occurs, on the one
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hand, the transition frequency will differ from that, of a non-interacting system. On the
other hand, we know that in the exact result Eqn. 1.41 the susceptibility of the single
electron system doesn’t depend on the electron-electron interaction. This means that the
Bethe-Salpeter Kernel cancel the effect of the interaction in the electron addition part. In
other words, when applying the Bethe-Salpeter Equation formalism to the single electron
system we perform two complicated calculations, that in the end cancel each other. In
the following sections we will derive alternative equations for the connected part of the
two-particles Green’s function, which could account for this cancelation, an thus avoid
useless calculations.

Figure 2.10 – Processes described by the single particle Green’s function

2.2 New BSE. First attempts

Our goal in the present section is to try and find new alternative equations for the two-
particle correlation function, L. As a first option we consider ways of writing an equation
similar to 2.4, but with a Kernel that is easier to approximate.

2.2.1 Derivation

Let us now consider different schemes of modifying the standard derivation of the
Bethe-Salpeter equation, which was described in the first section of this chapter:

— The first one is not to pass through the inversion of G (Eqn. 2.2)
— The second lies in the subdivision of the full Kernel of the Dyson equation ΣU =

Uext +Σ into two parts, namely Uext and the rest, solving the Dyson equation for
the first part with solution GU , and, finally, taking G−1 = G−1

U −Σ

— The third and last one relies on the subdivision Σ1 = Uext + vH and Σ2 = ΣXC, to
which we apply the same two step procedure as in the second case.
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Case 1

Taking the derivative of the Dyson equation G = G0+G0UextG+G0vHG+ iG0ΣXCG,
with respect to Uext , and then setting Uext to zero we get:

L(1,4;2,3) =
δG(1,2)

δUext(3,4)
= G0(1,3)G(4,2)+G0(1,1′)Ξ(1′,4′,2′,3′)L(3′,4,4′,3)G(2′,2)+

+G0(1,1′)Σ(1′,2′)L(2′,4,2,3) (2.9)

This is the first alternative formulation of the Bethe-Salpeter Equation.

Case 2

Writing down the two coupled Dyson equations:

GU = G0 +G0UextGU (2.10)

G = GU +GU ΣG, (2.11)

from Eqn. 2.10 one obtains that:

δG−1
U (1,2)

δUext(3,4)
=−δ (1−3)δ (2−4)

δGU(1,2)
δUext(3,4)

= GU(1,3)GU(4,2).

Using this and taking the derivative of G from Eqn. 2.11, and finally setting Uext = 0,
we obtain:

L(1,4;2,3) =
δG(1,2)

δUext(3,4)
= G0(1,3)G0(4,2)+G0(1,3)G0(4,1′)Σ(1′,2′)G(2′,2)+

+G0(1,1′)Ξ(1′,2′′,2′,1′′)L(1′′,4,2′′,3)G(2′,2)+G0(1,1′)Σ(1′,2′)L(2′,4,2,3)
(2.12)
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Case 3

Similarly, as in the previous case we obtain that

δG−1
H (1,2)

δUext(3,4)
=−δ (1−3)δ (2−4)+ iv(1,2′)L(2′,4,2′,3)δ (1−2)

δGH(1,2)
δUext(3,4)

= GH(1,3)GH(4,2)− iGH(1,1′)GH(1′,2)v(1′,2′)L(2′,4,2′,3)

Using these relations we obtain, for L:

L =
δG

δUext
= GHGH− iGHGHvL+(GHGH− iGHGHvL)ΣXCG+

+GHΞXCLG+GHΣXCL (2.13)

One again we have set Uext = 0 in the last equation. Here we have omitted the argu-
ments in order to display the formula in a compact way.

2.2.2 Analysis

In the first chapter, when looking at the single-electron limit of the electron-hole part
of L, we noted that the interacting χ was equal to the one obtained by simply convoluting
two non-interacting Green’s function. In practice this means that in the BSE equation
Eqn. 2.4 the effect of going beyond G0G0 in L0 i.e. G0→G is fully canceled by the second
term, containing the BSE Kernel. Let us look at whether this cancelation is explicit in our
new equations for the two-particle correlation function.

To this end, let us analyze the structure of equations Eqn. 2.3, Eqn. 2.9, Eqn. 2.12,
Eqn. 2.13, or more precisely the structure of poles on the left hand side (exact L) and right
hand side (equation fo L) for the case of one electron. To make this structure apparent,
we set t3 = t4 +η and t2 = t1 +η . These equations will then depend on two times, or
equivalently one frequency. On the left we have poles for ω = ε1− εk,ν , the differences
between the ground state and the other 1-particle excited states. The right hand side should
therefore also have only these. However L in Eqn. 2.3 has poles of the type εe

ν ,k−εh, that
contain energies of two interacting electrons(Eqn. 1.40), which should be canceled by
the more complicated term containing Ξ. A similar situation happens for Eqn. 2.9 and
Eqn. 2.13, where we have to cancel the poles of convolutions of G and G0 or GH . Only in
the case Eqn. 2.12 do we have an expression G0G0, which in the frequency domain has
the same non-interacting poles, but still the interacting G appears in the equation.

Therefore, none of these equations are simpler and only one of them seems to make
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the 0-order term explicit, but without eliminating the need to calculate the interacting
G. We, therefore, proceed to more elaborate possibilities of rewriting the Bethe-Salpeter
Equation.

2.3 New BSE. Iterating the two particle correlation func-
tion L

Instead of trying to find a simple expression involving Ξ, let us consider an alternative
formulation of the Bethe-Salpeter equation, as a functional differential equation.

2.3.1 Derivation

To do this we will use the definition L = δG
δUext

. Before doing this we will partially
solve the Dyson equation Eqn. 1.29 using the same splitting of the self-energy, as in
the previous section. As there are no simple ways for solving equations with functional
derivatives, we will then iterate the obtained equations.

Case 2

Taking the derivative of G, defined by Eqn. 2.11, as we did in Eqn. 2.12, without
setting Uext = 0, we obtain the following expression:

L(1,4;2,3) =
δG(1,2)

δUext(3,4)
= GU(1,3)GU(4,2)−

−GU(1,3)GU(4,1′)iv(1′,2′)G(2′,2′+)G(1′,2)−
−GU(1,1′)iv(1′,2′)L(2′,4;2′+,3)G(1′,2)−
−GU(1,1′)iv(1′,2′)G(2′,2′+)L(1′,4;2,3)+ (2.14)

+GU(1,3)GU(4,1′)iv(1′,2′)L(1′,2′;2,2′)+

+GU(1,1′)iv(1′,2′)
δL(1′,2′;2,2′)

δUext(3,4)
.

As already stated, there is, unfortunately no simple expression for the functional
derivative contained in this equation and we cannot solve the functional differential equa-
tion. Therefore we iterate the equation, to obtain approximations.

In Eqn. 2.14 we can set 3 = 4+. Setting δL
δUext

and L to zero in the r.h.s. we obtain the

46



2.3 New BSE. Iterating the two particle correlation function L

first approximation for L:

L(0)(1,3;2,3+) = GU(1,3+)GU(3,2)−GU(1,3+)GU(3,1′)iv(1′,2′)G(2′,2′)G(1′,2).

The derivative yields

δL(0)

δUext
= GU(1,4+)GU(4,3+)GU(3,2)+GU(1,3+)GU(3,4+)GU(4,2)−

−GU(1,4+)GU(4,3+)GU(3,1′)iv(1′,2′)G(2′,2′)G(1′,2)−
−GU(1,3+)GU(3,4+)GU(4,1′)iv(1′,2′)G(2′,2′)G(1′,2)+

+GU(1,3+)GU(3,1′)v(1′,2′)χ(0)(2′,4)G(1′,2)−
−GU(1,3+)GU(3,1′)iv(1′,2′)G(2′,2′)L(0)(1′,4,2,4+).

Substituting these into Eqn. 2.14 we obtain L up to second order. However this does
not give any simple expressions and the expansions we obtain are not in full orders of v.

The other option is to take GU GU as the 0-order approximation:

L(0)(1,3;2,3+) = GU(1,3+)GU(3,2)

δL(0)

δUext
= GU(1,4+)GU(4,3+)GU(3,2)+GU(1,3+)GU(3,4+)GU(4,2).

In this case the first order is quite simple:

L(1)(1,3;2,3+) = L(0)(1,3;2,3+)−GU(1,3+)GU(3,1′)iv(1′,2′)G(2′,2′+)G(1′,2)−
−GU(1,1′)iv(1′,2′)GU(2′,3+)GU(3,2′

+
)G(1′,2)−

−GU(1,1′)iv(1′,2′)G(2′,2′+)GU(1′,3+)GU(3,2)+

+GU(1,3+)GU(3,1′)iv(1′,2′)GU(1′,2′
+
)GU(2′,2)+

+GU(1,1′)iv(1′,2′)
[
GU(1′,3+)GU(3,2′

+
)GU(2′,2)+GU(1′,2′

+
)GU(2′,3+)GU(3,2)

]
.

If we now send U → 0, take the first order in v in all the functions and look at the
susceptibility we get:
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L(1)(1,3;1+,3+) = L(0)(1,3;1+,3+)−G0(1,3+)G0(3,1′)iv(1′,2′)G0(2′,2′
+
)G0(1′,1+)−

−G0(1,1′)iv(1′,2′)G0(2′,3+)G0(3,2′
+
)G0(1′,1+)−

−G0(1,1′)iv(1′,2′)G0(2′,2′
+
)G0(1′,3+)G0(3,1+)+

+G0(1,3+)G0(3,1′)iv(1′,2′)G0(1′,2′
+
)G0(2′,1+)+

+G0(1,1′)iv(1′,2′)
[
G0(1′,3+)G0(3,2′

+
)G0(2′,1+)+G0(1′,2′

+
)G0(2′,3+)G0(3,1+)

]
.
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Figure 2.11 – 1st order diagrams in the 2nd case. The wiggly lines are bare Coulomb
interactions.

The graphical representation of these terms can be seen in Fig. 2.11. The terms can
be written down explicitly.Since all the Green’s functions are non-interacting. Taking
into account the ordering of times (t1′+ ε = t2′) and going to the single-electron limit we
obtain that the contribution of these terms is zero. This is not surprising since we know
that the final result should be χ0, but is a good sign with respect to the new formulations
suggested in the previous section, where this cancelation was not explicit.

Let us now go into a deeper analysis of which terms cancel which. The first thing to
note is that χ is symmetric with respect to the change 1↔ 3. This results in a symmetry
on the diagrammatic level i.e. for each diagram we can find its dual under this transforma-
tion. On Fig. 2.11 the diagrams in the leftmost column are self-dual, and the ones in the
remaining two are dual to each other. It is interesting to note that these diagrams might
come from different terms e.g. the last two terms in the first line come from GU GU vL
and GU v δL

δUext
respectivly. This therefore can give us insight on what things can be found

in the derivative term without computing it explicitly. Moreover all the diagrams can be
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split into two groups (self-dual terms will be in both), with cancelations inside of each
one of the groups, but not between groups. This points out that it might be interesting
to have a symmetric Bethe-Salpeter equation, where the two points will be equivalent. It
is important to note, however, that this might cause some other exact properties to break
down [84]. In particular the approximation may not fulfill conservation laws.

One more thing worth noting is that the terms in the first column are terms that come
from the electron-hole interaction and the other two can be thought of as simply the renor-
malization of the fermionic propagator, where the upper terms correspond to an exchange
term ΣGU v = iGU v and the lower ones to a Hartree-type correction ΣH0 = vnU .

If one now evaluates the second order in v one gets new terms contributing to L. Most
of them can be thought of as a simple renormalizations of the 1st order terms. These
come from the already mentioned corrections to the fermion propagator, but also for the
first time the interaction starts to be corrected, and one finds an effective:

W1(1,2) = v(1,2)+ v(1,1′)GU(1′,2′)GU(2′,1′)v(2′,2)

. This introduces screening.

Case 3

Let us write down a new equation for L, obtained after solving the Dyson equation
for ΣH = Uext + vH and then using this solution, as a starting point. This gives us the
following formula for the derivative of the Hartree Green’s function:

δGH(1,2)
δUext(3,4)

= GH(1,3)GH(4,2)− iGH(1,1′)GH(1′,2)v(1′,2′)L(2′,4,2′,3).

Using this and the Dyson equation for the interaction Green’s function, we obtain:

L(1,3;2,3+) = GH(1,3+)GH(3,2)+GH(1,1′)GH(1′,2)v(1′,2′)χ(2′,3)+

+
[
GH(1,3+)GH(3,1′)+GH(1,3′)GH(3′,1′)v(3′,4′)χ(4′,3)

]
iv(1′,2′)L(1′,2′;2,2′)+

+GH(1,1′)iv(1′,2′)
δL(1′,2′;2,2′)

δUext(3)
. (2.15)

Here we have already contracted 3 and 4, as in the previous case. Note here that for
the first time the interacting one-particle G doesn’t appear. The 0-order approximation,
starting from the Hartree Green’s function GH is rather simple:
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L(0) = GH(1,3+)GH(3,2)

δL(0)

δUext
= GH(1,4+)GH(4,3+)GH(3,2)+GH(1,3+)GH(3,4+)GH(4,2)+

+GH(1,1′)GH(1′,3+)v(1′,2′)χ(2′,4)GH(3,2)+

+GH(1,3+)GH(3,1′)GH(1′,2)v(1′,2′)χ(2′,4).

One can also rewrite everything in terms of a screened function,

LS
H(1,3,2,3

+) = GH(1,3+)GH(3,2)+GH(1,1′)GH(1′,2)v(1′,2′)χ(2′,3), (2.16)

for which Eqn. 2.15 becomes:

L(1,3,2,3+) = LS
H(1,3,2,3

+)+LS
H(1,3,1

′,3+)iv(1′,2′)L(1′,2′;2,2′+)+ (2.17)

+GH(1,1′)iv(1′,2′)
δL(1′,2′;2,2′+)

δUext(3)
.

Note that for 2 = 1+ the self-consistent solution of Eqn. 2.16 alone corresponds to a
time-dependent Hartree approximation.
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Figure 2.12 – 1st iteration diagrams in the 3rd case, for Eqn. 2.17 with 2 = 1+

The graphical representation of the first iteration can be seen in Fig. 2.12. Here we
have introduced a notation corresponding to Eqn. 2.16, which in the first iteration can be
represented as Fig. 2.13. In both these figures the lines are no longer the bare propagators,
but the Hartree ones.

If we look at the first order we see that the diagrams no-longer present are exactly the
two rightmost diagrams in the last row of Fig. 2.11, which as mentioned earlier corre-
spond to ΣH0 . The advantage of this equation is the fact that it does not have any explicit
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= −1 23 3
1 2 1 2

3

Figure 2.13 – LS
H(1,3,2,3

+) to 1st order. The square corresponds to the contacted coor-
dinate 3.

dependence on G. This is very important, since we know that G is itself a complicated
object. Moreover, as seen in the previous section, effects of going from G0 to G are at
least partially canceled in the electron-hole Bethe-Salpeter Equation. This is physically
motivated, as in an absorption process there shouldn’t be any electron addition or removal.
It is worth noting, that as soon as one tries to go beyond the self-energy containing the
Hartree term and terms with convolutions of Hartree Green’s functions, the full G reapers
in the equation for the two-particle Green’s function. Therefore the new set of equations
Eqn. 2.17 and Eqn. 2.16 derived here can be considered as the best one can get without
having to go through the step of calculating G.

As in the previous case we can find the second iteration and the second order L. It will
have less diagrams due to the fact that it now contains GH instead of G0.

An alternative approximation to iterating our equations Eqn. 2.16 and Eqn. 2.17 is to
abandon self-consistency between the two of them, for example approximating χ in the
first one of them, and then obtain the corresponding L from the second one.

2.3.2 Analysis

Our final goal is to find εM or alternatively χ . To do this we are brought to the fact that
we have to make some approximations to Eqn. 2.16 and Eqn. 2.17, as we cannot solve
them exactly. For instance, we can look at the 0-order approximation and use χ = χH in
the first equation. This will give us χH

0 and χH
RPA, which can be used as starting points

for further approximations. As a test material we can look at the absorption spectra of
Silicon. To understand how good or bad are our results are, we compare them to the
standard LDA and GW from Abinit.

To find the exact GH , one needs the exact (interacting) density, that enters the corre-
sponding self-energy. We can obtain a good approximation to it due to the fact that DFT
[32, 33] gives us in principle the exact density. In Fig. 2.14 we see the resulting absorption
spectra obtained using the DP code [77] within the Random Phase Approximation. The
spectra are plotted for a self-consistent LDA-DFT calculation, a self-consistent Hartree
calculation (vxc = 0) and non-self-consistent Hartree with an LDA-DFT self-consistent
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density. The calculations are performed with a coarse k-point grid and should be used
for the comparison of methods done here. As it is known from previous calculations [23]
the LDA-RPA spectrum is at too low energies. The Hartree results are even worse. In
particular, Hartree with a LDA-DFT density puts spectral weight at very low energy.

To understand the origin of this, Fig. 2.15 shows the band structures. In the Hartree
approximation the indirect gap negative open and therefore there is nothing surprising in
the incorrectness of the spectra. Note that the low energy peak should in principle also be
present in the spectra of the non-self-consistent Hartree calculation, but it is absent due to
the fact that the sampling is not dense enough, to capture the excitations around the very
small region around the Γ point.

To open the gap, we must take into account some self-energy corrections. They do not
have to be as large as the GW ones, as we know that there is cancelation, however being
in a metallic state is clearly a problem.

2.4 Self-consistent system of equations

In the previous section we have derived alternative equations for the two particle cor-
relation function, L. The most promising of them are the couple Eqn. 2.17 and Eqn. 2.16.
Here we rewrite them in a different manner, so as to put forward some quantities we al-
ready know. Furthermore, we then make approximations to these equations and analyse
them.

2.4.1 Derivation

We start from equations Eqn. 2.17 and Eqn. 2.16. We note that Eqn. 2.16 can be
rewritten using ε−1 = 1+ vχ:

LS
H(1,3,2,3

+) = GH(1,1′)ε−1(1′,3)GH(1′,2).

If we multiply this by v(3,3′) and integrate we get W , the screened potential instead of
ε−1. We note that the same kind of integration occurs in Eqn. 2.17. Therefore defining
a new quantity M(1,3,2) =−iv(3,3′)L(1,3′;2,3′), which in the limit 1→ 2 becomes vχ

we get the following set of equations:
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W (1,2) = v(1,2)+ v(1,1′)M(1′,2,1′+)

MS
H(1,3,2) =−iGH(1,1′)W (1′,3)GH(1′,2)

M(1,3,2) = MS
H(1,3,2)−MS

H(1,3,1
′)M(1′,1′,2)−GH(1,1′)

δM(1′,1′,2)
δŨ(3)

.

Here the functional derivative is taken with respect to Ũ in which we absorbed v(3,3′),
defining Ũ using (−iv δM

δUext
= δM

δŨ ), as v is independent of U.

We note that this would not have been possible in the standard Bethe-Salpeter equation
Eqn. 2.3, as there the structure of indices in the term containing the Kernel is different.
This set of equations can be itself rewritten if we note that we can send 3→ 1 in the last
one of them and get a closed equation for this new SW (1,2) = M(1,1,2). A different
contraction defines M(1,2) = M(1,2,1+) = v(1,1′)χ(1′,2). Finally, we get the following
set of equations:

W (1,2) = v(1,2)+M(1,1′)v(1′,2) (2.18-a)

SW
0 (1,2) =−iGH(1,1′)W (1′,1)GH(1′,2) (2.18-b)

SW (1,2) = SW
0 (1,2)−SW

0 (1,1′)SW (1′,2)−GH(1,1′)
δSW (1′,2)

δŨ(1)
(2.18-c)

M(1,2) =−iGH(1,1′)W (1′,2)GH(1′,1+)+ iGH(1,1′)W (1′,2)GH(1′,2′)SW (2′,1+)+

−GH(1,1′)
δSW (1′,1+)

δŨ(2)
. (2.18-d)

These equations have the advantage of containing only 2-point quantities. Moreover, the
interacting Green’s function, G, doesn’t appear. The quantities that enter these equations
can by interpreted. The first equation (Eqn. 2.18-a), is just a rewriting of the definition
of the screened Coulomb potential, with M, thus being similar to a susceptibility. The
Eqn. 2.18-c looks similar to a functional differential equation for G, SW that enters it is
similar to a self-energy, but integrated with G. Finally, SW

0 in Eqn. 2.18-b corresponds to
an integration of a non-self-consistent GW self-energy with a GH Green’s function.

We can now make some approximations on the derivatives, not forgetting relations of
the type δG

δUext
=−GδG−1

δUext
G.
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2.4.2 Approximation 1

To start with, we can neglect all terms except the first one in Eqn. 2.18-c and Eqn. 2.18-
d. This will give us:

W (1,2) = v(1,2)+M(1,1′)v(1′,2)

SW
0 (1,2) =−iGH(1,1′)W (1′,1)GH(1′,2)

SW (1,2) = SW
0 (1,2)

M(1,2) =−iGH(1,1′)W (1′,2)GH(1′,1+).

The second and the third equation are no longer needed. Substituting the first into the
last we obtain:

M(1,2) = (−i)GH(1,1′)v(1′,2)GH(1′,1+)+(−i)GH(1,1′)M(1′,2′)v(2′,2)GH(1′,1+),

which is the equation Eqn. 2.16, multiplied by −iv and contracted, of which we al-
ready know the solution: the RPA limit, calculated with Hartree Green’s functions. This
corresponds to the results depicted in Fig. 2.14. Let us now make a more elaborate ap-
proximation.

2.4.3 Approximation 2

If we neglect only the derivative terms in Eqn. 2.18-c and Eqn. 2.18-d we can make a
closed approximation for our set of equations. This will correspond exactly to neglecting
the derivative in Eqn. 2.17. The set of equations we obtain is:

W (1,2) = v(1,2)+M(1,1′)v(1′,2) (2.19-a)

SW
0 (1,2) =−iGH(1,1′)W (1′,1)GH(1′,2) (2.19-b)

SW (1,2) = SW
0 (1,2)−SW

0 (1,1′)SW (1′,2) (2.19-c)

M(1,2) =−iGH(1,1′)W (1′,2)GH(1′,1+)+ iGH(1,1′)W (1′,2)GH(1′,2′)SW (2′,1+)
(2.19-d)

Substituting Eqn. 2.19-b into Eqn. 2.19-c we get a closed equation for SW that we can
solve:
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SW (1,2) =
[
δ +SW

0
]−1

(1,1′)SW
0 (1′,2).

This, in its turn, can be plugged into the last equation (Eqn. 2.19-d ):

M(1,2) =−iGH(1,1′)W (1′,2)GH(1′,2′)
[
δ +SW

0
]−1

(2′,1+)

From this form we clearly see that our approximation is equivalent to the usage of a
GHW self-energy insertion and can be thought of as M(1,2)=−iGH(1,1′)W (1′,2)G(1′,2),
with G(1,2) =GH(1,2)+ iG(1,2′)GH(2′,1′)W (1′,1)GH(1′,2). Note that this self-energy
would be constructed using a Hartree Green’s function. Moreover the approximation we
discussed in the previous subsection is simply the first step, where G = GH .

To make a link with earlier attempts to rewrite the BSE, note that if we make a further
approximation to replace W → v in Eqn. 2.19-b and Eqn. 2.19-d and use G = GH +GHvL
we would get a L = LH approximation, where LH = GHG, such an expression has been
found in [85]. This is seen easier if one takes Eqn. 2.17 and plugs in LS

H = GHGH . Then
the first two terms will give exactly L = GHG. However, for our purpose it seems more
promising to maintain the equations symmetric, as pointed out previously.

2.4.4 Approximation 3

In the third approximation, we replace the last term in last equation Eqn. 2.18-d by

iGH(1,2′)SW (2′,1′)W (1′,2)GH(1′,1+),

which comes out if we insert the zeroth order approximation into the functional derivative.
In an analogous manner, the derivative term in Eqn. 2.18-c is replaced. We thus obtain a
closed set of equations giving us all the diagrams of χ = GG, with G being the solution
of a Dyson equation with Σ = ΣHartee +ΣGHW up to second order:

W (1,2) = v(1,2)+ v(1,1′)M(1′,2)

SW
0 (1,2) =−iGH(1,1′)W (1′,1)GH(1′,2) (2.20)

SW (1,2) = SW
0 (1,2)−SW

0 (1,1′)SW (1′,2)+ iGH(1,1′)SW (1′,2′)W (2′,1+)GH(2′,2)

M(1,2) =−iGH(1,1′)W (1′,2)GH(1′,1+)+ iGH(1,1′)W (1′,2)GH(1′,2′)SW (2′,1+)+

+ iGH(1,1′)SW (1′,2′)W (2′,2)GH(2′,1+).

The 1-electron limit of these equations gives all the 1st order diagrams except the one
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in the lower left of Fig. 2.8.

Moreover, this approximation contains more than G0G0 diagrams with the simple
GHW self-energy insertion. For in second iteration it will give for instance the diagram
Fig. 2.16(a). However, it does not contain all the diagrams. For instance, Fig. 2.16(b) in
missing.

(a) (b)

Figure 2.16 – Third order diagrams for SW

This approximation is still insufficient, as we want to have at least all the diagrams
of order 1 in v, to obtain exact cancelations in the single electron limit. The only hope
for this approximation is that the contribution of the diagram in the lower left of Fig. 2.8
will not be very important. For application purposes, these equations can be rewritten in
frequency space (See appendix: C.2).

2.5 Approximating the L−1

In the previous sections we have tried to approximate the functional derivative using
various iteration schemes or approximations for the derivative. In this section we will
approximate it using an expression similar to Eqn. 2.2, but for L.

2.5.1 Derivation

Let us take again Eqn. 2.4.1

GH(1,1′)ε−1(1′,3)GH(1′,2) = LS
H(1,3;2,3+),

as well as the Eqn. 2.17:
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L(1,3,2,3+) = LS
H(1,3,2,3

+)+LS
H(1,3,1

′,3+)iv(1′,2′)L(1′,2′;2,2′+)+

+GH(1,1′)iv(1′,2′)
δL(1′,2′;2,2′+)

δUext(3)
.

If one, now, views L(1,3;2,3+) as a function of 1,2, with 3,3+ as parameters, then
one can apply a trick equivalent to Eqn. 2.2, where the inversion is defined by:

L(1,3,1′,3+)L−1(1′,3,2,3+) = δ (1−2) for all 3,3+.

This choice of variables is motivated by the fact that they are not contracted, and gives:

δL(1,3;2,3+)
δUext(4+,4)

=−L(1,3;1′,3+)
δL−1(1′,3;2′,3+)

δUext(4+,4)
L(2′,3;2,3+).

This leads us to a BSE-like equation, with a Kernel, that contains terms of type L−1,
that have to be approximated.

L(1,3,2,3+) = LS
H(1,3,2,3

+)+LS
H(1,3,1

′,3+)iv(1′,2′)L(1′,2′;2,2′+)+ (2.21)

−GH(1,1′)iv(1′,2′)L(1′,2′;4′,2′+)
δL−1(4′,2′;5′,2′+)

δU(3)
L(5′,2′;2,2′+).

This is a new Bethe-Salpeter Equation, where only Hartree Green’s functions appear.
It is a self-consistent, non-linear expression, since L and χ appear in the Kernel. One
has to find approximations for this Kernel. Similar to the Dyson equation for the single
particle Green’s function, we start by approximating L−1 in the functional derivative.

As a first approximation one can take L−1 = LS
H
−1. This last quantity can be calcu-

lated:

LS
H
−1
(1,3;2,3+) = G−1

H (1,1′)
1

ε−1(1′,3)
G−1

H (1′,2).

Its derivative is simple if we make the approximation δε−1

δU = 0 which is similar to the
approximation δW

δU = 0 used in the standard Bethe-Salpeter Equation. Then,
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δLS
H
−1
(1,4;2,4+)

δU(3+,3)
=−ε−1(1,3)

ε−1(1,4)
G−1

H (1,2)−G−1
H (1,2)

ε−1(2,3)
ε−1(2,4)

.

The approximate BSE reads then:

L(1,3;2,3+) = LS
H(1,3;2,3+)+LS

H(1,3;1′,3+)iv(1′,2′)L(1′,2′;2,2′+)+

+GH(1,1′)iv(1′,2′)L(1′,2′;3′+,2′+)
ε−1(3′,3)
ε−1(3′,2′)

G−1
H (3′,4′)L(4′,2′;2,2′+) (2.22)

+GH(1,1′)iv(1′,2′)L(1′,2′;3′+,2′+)G−1
H (3′,4′)

ε−1(4′,3)
ε−1(4′,2′)

L(4′,2′;2,2′+)

If one assumes ε−1(1,2)
ε−1(1,3) ≈ 1, which is valid when ε is slow varying, it becomes even

simpler, since:

δLS
H
−1
(1,4;2,4+)

δU(3+,3)
=−2G−1

H (1,2),

and we get

L(1,3,2,3+) = LS
H(1,3,2,3

+)+LS
H(1,3,1

′,3+)iv(1′,2′)L(1′,2′;2,2′+)+ (2.23)

+2GH(1,1′)iv(1′,2′)L(1′,2′;3′,2′+)G−1
H (3′,4′)L(4′,2′;2,2′+)

If one linearizes in the non-linear term setting L≈ LS
H in a symmetric way, we get two

terms instead of one:

L(1,3,2,3+) = LS
H(1,3,2,3

+)+LS
H(1,3,1

′,3+)iv(1′,2′)L(1′,2′;2,2′+)+

+GH(1,1′)iv(1′,2′)GH(1′,3′)ε−1(3′,2′)L(3′,2′;2,2′+)+ (2.24)

+GH(1,1′)iv(1′,2′)L(1′,2′;3′,2′+)ε−1(3′,2′)GH(3′,2).

Both of these equations 2.23 and 2.24 can now be analysed to see what kind of results
we can get. Their frequency structure differs from that of a standard Dyson equation,
and from that of a standard Bethe-Salpeter Equation. For details see Appendix C.3. The
simplest forms are also derived in that section, and shows that they miss one of the 1-
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st order diagrams in v, just as Eqn. 2.20. However, this is not an intrinsic property of
Eqn. 2.23. All the first order terms are present in it.

2.6 Conclusions

The aim of this chapter was to reformulate the current approach to the calculation of
the correlation function L and propose an alternative to the Bethe-Salpeter Equation based
on the GW approximation to the self energy. Particular importance was attached to the
possibility of writing down equations that do not contain the fully interacting G, as it is
both difficult to calculate and contains exchange-correlation effects that are canceled by
the Kernel Ξ.

To this end we combined in different ways two equations that contain L:
— The self-energy ΣXC = iv(1,2′)L(1,2′,3′,2′+)G−1(3′,2),
— The response function χ(1,2) =−iL(1,2;1+,2+).

The key result that was found here are the equations Eqn. 2.16 and Eqn. 2.17 and
from this, the new Dyson Eqn. 2.21 for the correlation function L. These equations
are exact and contain not the fully interacting G, but the Hatree-Green’s function
GH , which can, in principle, be obtained easily using the electron density n, obtained
from DFT.

My analysis of these equations shows that they still contain a self-energy-like correc-
tion (the term LS

H(1,3,1
′,3+)iv(1′,2′)L(1′,2′;2,2′+) in the left hand side of Eqn. 2.17).

However, its explicit form is given; no approximation is needed to evaluate it (contrary
to the self-energy in general), besides an approximation to ε−1. Often it is easier to ap-
proximate ε−1 than to find an approximation to G (the best example is the one-electron
limit), which suggests that this equation is a better starting point for approximations than
the standard Bethe-Salpeter Equation. The screened Coulomb interaction naturally ap-
pears in the equations, and they can be rewritten so as to have only two-point quantities
in them (Eqn. 2.18-a-Eqn. 2.18-d). This is physical and makes a link to Hedin’s equations.

A drawback of the formulation might be that Hartree and exchange contributions are
not treated on the same footing (which would be the case if we were to use the Hartree-
Fock Green’s function GHF instead of GH as starting quantity) which bears the risk for
example of self-interaction errors in practical approximations. We will have to be careful
with this. For the same reason it still difficult to have approximations with the correct one
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electron limit. On the other hand, going beyond the Hartree Green’s functions makes the
fully interacting Green’s function reappear: we have found no way, for example, to work
with the Hartree-Fock Green’s functions GHF alone.

Having written down different exact equations, we have made approximations to
them, in particular to the functional derivative term, that enters Eqn. 2.17, or alterna-
tively Eqn. 2.18-c and Eqn. 2.18-d. The simple approximations were covered in subsec-
tions 2.4.2-2.4.4. A more elaborate reformulation came from the rewriting Eqn. 2.17 as
a Dyson equation, and approximating the functional derivative of L−1, instead of L. This
gave rise to Eqn. 2.23 and Eqn. 2.24. Even with the drastic approximations we used, such
as δε

δU = 0, they are non-linear and contain non-trivial physics.

A drawback of this non-linearity is that there might be multiple solutions, and this has
to be investigated. We know this is a general problem in MBPT [86], and the problem is
avoided if the equations are solved by iteration. Furthermore other approximations to the
functional derivatives of L and L−1 have to be investigated.

To resume, we have seen that writing alternatives to the Bethe-Salpeter Equation
for the correlation function L is difficult. Nevertheless my work indicates promis-
ing directions with first suggestions for approximations. In particular Eqn. 2.21
demonstrates that it is possible to formulate a Dyson equation for L where the fully
interacting single-particle Green’s function G doesn’t appear.
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Chapter 3

Comparing and combining TDLDA and
BSE

An approach alternative to the Bethe-Salpeter Equation based on the GW approxima-
tion to the self-energy is Time-Dependent Density Functional Theory (TDDFT), based on
an extension of the Kohn-Sham DFT. The simplest approximation, which is widely used
is the Adiabatic Local Density Approximation (TDLDA). However it is known to have
problems, for example with describing bound excitons.
Both the Bethe-Salpeter Equation and Time-dependent Density Functional Theory are in
principle exact approaches to describe electron excitation spectra. Moreover, the currently
used approximations to them can be formulated in a very similar manner: as an eigenvalue
problem. Nevertheless this does not guaranty that the corresponding electron-hole hamil-
tonians will be the same and have similar eigenfunctions, even when resulting spectra are
the same.
In this chapter we introduce the Adiabatic Local Density Approximation to Time-dependent
Density Functional Theory. We, then, rewrite it as an eigenvalue problem, in close anal-
ogy to the Bethe-Salpeter Equation. We compare the results obtained using these two
methods for different physical quantities and experiments. In the cases where both meth-
ods give similar spectra in agreement with experiment, we analyze and compare different
ingredients that contribute to give the final spectra. Based on this we discuss to which
extent different features of spectra can be attributed to transitions in the band structure
and how one should proceed in their analysis. Finally we suggest new methods based on
this analysis.
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3.1 The Standard TDLDA

In this section we look into and discuss one of the state of the art approaches to the cal-
culation of spectra: the Time-Dependent Density Function Theory in the Adiabatic Local
Density Approximation. Furthermore we show that this approach and the Bethe-Salpeter
equation, discussed in the previous chapter can formulated in a very similar manner.

3.1.1 TDLDA, an approximation to TDDFT

In linear response, the equation for the susceptibility χ in TDDFT, as stated in the first
chapter (Eqn. 1.22), reads:

χ(1,2) = χKS(1,2)+χKS(1,1′)
(
v(1′,2′)+ fxc(1′,2′)

)
χ(2′,2). (3.1)

Here, χKS is the Kohn-Sham independent particle response function. As in the case
of Density Functional Theory DFT, which is exact, but one doesn’t know the exchange-
correlation potential vxc, this equation is also exact, but one doesn’t know fxc, the exchange-
correlation Kernel. An extensive overview of different kernels is available, for example
in [87, 23].

Let us now derive Eqn. 3.1. For this we will follow the lines of [88]. The retarded
linear response function is given by:

χ(1,2) =
δn(1)

δVext(2)

∣∣∣∣
Vext=0

(3.2)

Here Vext is an additional external potential applied to the system.
In the same manner the linear response of a fictitious Kohn-Sham system gives rise

to:

χKS(1,2) =
δn(1)

δVe f f (2)

∣∣∣∣
Ve f f=VKS

(3.3)

Here Ve f f , as in DFT is equal to Vext + vext + vH + vxc, with the terms being the
time-dependent additional external, the original external, the Hartree and the exchange-
correlation potentials respectively.

We now use the chain rule. Schematically:

δn
δVext

=
δn

δVe f f

δVe f f

δVext
= χKS

δVe f f

δVext
= χKS

(
1+ vχ +

δvxc

δVext

)
(3.4)
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Using the chain rule one more time, we obtain the required Eqn. 3.1, with

fxc(1,2) =
δvxc([n],1)

δn(2)

In the Adiabatic Local Density Approximation we suppose that the exchange-correlation
potential is equal to the one of the Local Density Approximation to Density Functional
Theory, taken at the instantaneous density:

vxc([n],r, t) = vLDA
xc (n(r, t),r, t)

Then fxc is local and static fxc(1,2) =
dvLDA

xc
dn

∣∣∣
n=n(r,t)

δ (r− r′)δ (t− t ′).

Let us note that the derivation in Eqn. 3.4 is closely analogous to the derivation of the
Bethe-Salpeter Equation (from Eqn. 2.2 to Eqn. 2.4). Schematically:

L =
δG
δU

=
δG

δUtot

δUtot

δU
= GG

δ [U +VH +Σ]

δU
= GG

[
1+ vL+

δΣ

δG
δG
δU

]
.

3.1.2 TDLDA and BSE equations

In the previous sub-section we have derived the linear response TDDFT equation. It
can be rewritten in frequency space as follows:

χ(x1,x2|ω) = χKS(x1,x2|ω)+χKS(x1,x′1|ω)K(x′1,x
′
2|ω)χ(x′2,x2|ω), (3.5)

with the kernel K(x′1,x
′
2|ω) = v(x′1,x

′
2)+ fxc(x′1,x

′
2|ω). In TDLDA, the kernel is static.

Then, the equation looks similar to the static Bethe-Salpeter Equation Eqn. 2.5, apart from
the fact that it is not a 4-point, but a 2-point equation.

To make this even more precise, let us consider the Random Phase Approximation
(RPA), where the BSE L0 is G0G0, and there is no W term. In this case the equation
Eqn. 2.5 can be further simplified, by contracting the variable x1 = x2 and thus we will
directly obtain an equation for the susceptibility χ . This equation is the same as the RPA
approximation to the TDDFT, if one uses Kohn-Sham Green’s functions for G0.

Let us now introduce a fictitious LT DLDA, that satisfies

LT DLDA
n1,n2,n3,n4

= LKS
n1,n2,n3,n4

+LKS
n1,n2,n′3,n

′
4
KT DLDA

n′3,n
′
4,n
′
1,n
′
2
LT DLDA

n′1,n
′
2,n3,n4

, (3.6)
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with LKS = GKSGKS and the Kernel:

KT DLDA
n3′,n4′,n1′,n2′ = ψn3′(x′3)ψ

∗
n4′(x

′
4)
[
v(x′1,x

′
3) +

+ fxc(x′1,x
′
3)
]

δ (x′1−x′2)δ (x
′
3−x′4)ψ

∗
n1′(x

′
1)ψn2′(x′2), (3.7)

in close analogy with Eqn. 2.7. This definition guarantees that

χ(x1,x2|ω) = ∑
n1,n2,n3,n4

ψ
∗
n1(x1)ψn2(x1)LT DLDA

n1,n2,n3,n4(ω)ψn3(x2)ψ
∗
n4(x2)

satisfies the TDLDA Eqn. 3.5. We thus, see that both the TDLDA and the BSE can be
written in the same form of a 4-point Dyson equation.

In some cases, as we will see further in this chapter, the two approaches to spec-
troscopy, TDLDA and BSE give very similar results. However, the LT DLDA is a fictitious
object, unlike the L, that enters the Bethe-Salpeter equation. Only its diagonal χ has a
physical meaning. It is, thus, interesting to analyse how different these two object are.

Note that the exact TDDFT can also be written in the form Eqn. 3.6, even though K
depends on the frequency ω in that case. Still, even in this case there is no reason for the
LT DDFT to be equal to the exact L, as the variational principle requires only its diagonal
χ to be, in principle, exact.

3.1.3 The two-particle hamiltonian

In the previous sub-section we have shown that the Time-Dependent Local Density
Approximation, just as the Bethe-Salpeter Equation can be written in the form:

4
χ = 4

χ
0 + 4

χ
0K4

χ. (3.8)

For the two cases we will be interested in, we have, schematically:

— TDLDA: The 4-point susceptibility, 4χ is LT DLDA, 4χ0 = GKSGKS, with GKS, the
Kohn-Sham Green’s functions in the LDA and the Kernel K= v+ fxc

— BSE: The 4-point susceptibility, 4χ is L, 4χ0 = GG, with G being the interacting
Green’s function which is used in practice in a quasi-particle approximation, and
the most widely used approximation to the Kernel K= v−W

Its formal solution of Eqn. 3.8, in both of these cases is given by
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4
χ =

[
1− 4

χ
0K
]−1 4

χ
0.

With the above approximations, this inversion can be written in terms of an effective
hamiltonian defined as:

H2p
n1,n2,n3,n4

= (εn1− εn2)δn1,n3δn2,n4 +( fn1− fn2)Kn1,n2,n3,n4, (3.9)

where fn are the occupation numbers. Here we have already used the fact that 1

4
χ

0
n1,n2,n3,n4

=
( fn1− fn2)δn1,n3δn2,n4

εn1− εn2−ω
(3.10)

Using this definition we can write

4
χn1,n2,n3,n4 =

[
H2p− Iω

]−1
n1,n2,n3,n4

( fn1− fn2) (3.11)

Now if we solve the eigenvalue problem for this effective hamiltonian, the inversion
gives us the following formula:

[
H2p− Iω

]−1
n1,n2,n3,n4

= ∑
λ ,λ ′

V n1,n2
λ

S−1
λ ,λ ′V

∗n3,n4
λ ′

Eλ −ω
(3.12)

Here we have introduced the eigenvectors and eigenvalues of H2p via H2pVλ = ελVλ , and
the overlap matrix S, between them.

It is worth noting that writing the TDLDA as an eigenvalue problem is also known as
the Cassida formalism. It was extensively discussed in [89, 90, 91].

In the Bethe-Salpeter case, the effective hamiltonian has a clear meaning. Let’s look
into it. Suppose that we have just two levels Ec = Eg and Ev = 0, their wave functions
being real φc(r) and φv(r) respectively. The hamiltonian can then we written down ex-
plicitly:

H2p =

(
Eg +V −W1 V −W2

−V +W2 −Eg−V +W1

)

1. For simplicity, here and in the following we do not write down explicitly the small imaginary part in
the denominator, that determines whether the Green’s functions are retarded, time-ordered or advanced
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Here we have introduced V = 2φv(r1)φc(r1)v(r1,r2)φv(r2)φc(r2), W1 =W (r1,r2)φ
2
v (r1)φ

2
c (r2)

and W2 = φv(r1)φc(r1)W (r1,2)φv(r2)φc(r2). First of all we see that if the off-diagonal el-
ements are neglected - then the inclusion of W will shift the spectra to lower energies
with respect to the RPA result. This is something we have already seen in the spectra. It
corresponds to the fact that W is the screened electron-hole attraction.

3.1.4 General statements about the effective Hamiltonian

Because of the difference of occupation numbers fn1− fn2 contained in Eqn. 3.10, in
semiconductors and insulators at zero temperature only pairs of wave functions containing
one occupied (v) and one unoccupied state (c) contribute to the final result. This justifies
the fact that we call them transitions. For (n1,n2) = (c,v) the transition is called resonant,
and (v,c) is called antiresonant.

The effective two-particle hamiltonian defined in the previous section can be written
in this resonant-antiresonant space as

H2p =

(
Hres Hc

−H†
c Hantires

)
(3.13)

It is non-hermitian so, its eigenvectors need not be orthogonal, which explains the appear-
ance of the overlap matrix Sλ ,λ ′ = ∑n1,n2V ∗n1,n2

λ
V n1,n2

λ ′ .

Let us now define H̃ such that H2p = H̃B, where B is a matrix(
1N 0N

0N −1N
.

)
(3.14)

Here XN are diagonal matrices of dimension N with X on the diagonal. This new hamilto-
nian H̃ is hermitian. The original one on the other hand obeys a skew-symmetry relation
H2p†B = BH2p as pointed out in [92] and [93].

The eigenvalue problem for H2p is stated as follows:

H2pVi = εiVi

It can be rewritten as follows:
H̃BVi = εiVi
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Or if one takes the hermitian conjugate

V †
j BH̃ = ε

∗
j V

†
j

Multiplying the first equation by V †
j B and the second one by BVi and then taking the

difference one gets:

V †
j BVi

(
εi− ε

∗
j
)
= 0

If we exclude the pathological V †
i BVi = 0 for i = j we get εi = ε∗i ⇒ ε ∈ R. Whereas

for i 6= j if there are no degeneracies in energy we have V †
j BVi = 0. This proves the

following statement:
Statement Let Vi,εi be the set of eigenpairs of H2p. If the problem is non-pathological

(V †
i BVi 6= 0) and non-degenerate (εi 6= ε j for∀ i 6= j) the eigenvalues are real and V †

j BVi =

0 for∀ i 6= j
Under the same conditions we can rewrite things differently:

U†BU = N

Here U is the matrix of eigenvectors, and N is the Norm Matrix: Ni j =V †
i BViδi j from

which we get N−1U†BU = 1. Defining Λ to be a diagonal matrix, with εi on it diagonal,
we get:

Statement Under the same conditions H2p =UΛN−1U†B
We see that, even though the effective two-particle hamiltonian is non-hermitian, we

can still define its eigenvectors, that shall be orthogonal, but with a modified scalar product
V †

j BVi. This allows us to treat them as normal eigenvectors for many purposes, as wee
shall do in the following sections. Moreover, one can define a spectral decomposition for
it, using a diagonal matrix of its eigenvalues, matrices of eigenvectors and two auxiliary
matrices. This allows one in principle to formulate alternatives to Eqn. 3.12. Nevertheless,
in the following we will stay with the formula Eqn. 3.12, which is less elegant, but suitable
for our purposes.

3.1.5 Discussion

One of the main goals of theoretical spectroscopy is not just to reproduce experimen-
tal results, but to gain additional information from them. Of particular interest is the
assignment of peaks in spectra. To this end, one would like to decompose the peaks into
contributions from different transitions. Their mixing is given by the coefficients of the
eigenvectors of the hamiltonian Eqn. 3.9 in transition space, as seen from Eqn. 3.11 and
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Eqn. 3.12, which leads to:

χ(x1,x2|ω)∼ ∑
λ ,λ ′

(
∑n1,n2 ρ̃n1,n2(x1) ·V n1,n2

λ

)∗
Sλ ,λ ′∑n3,n4

(
V n3,n4

λ ′ · ρ̃n3,n4(x2)
)

ω− ελ

. (3.15)

Here ρ̃n1,n2(x1) = φn1(x1)φ
∗
n2
(x1), V λ and ελ are the eigenvectors and eigenvalues of

the Hamiltonian Eqn. 3.9.

Momentum resolved spectra are given by the Fourier transform

χ(q,ω)∼
∫ ∫

dx1dx2χ(x1,x2|ω)e−iq(x1−x2). (3.16)

Due to the momentum conservation in a crystal only pairs (v,k1;c,k2) with k2 = k1 +q
contribute.

The Bethe-Salpeter equation in transition space provides a clean framework for the
spectral analysis: the coefficients Vλ express the mixing of formally independent transi-
tions. On the other hand TDLDA is a much cheaper calculation and therefore one would
like to be able to extract some useful information out of it. However, as discussed in
the previous subsections, the LT DLDA is not a physical quantity and the same would be
true even for the exact LT DDFT . Therefore the question that arises is whether an analysis
based on eigenvectors and eigenvalues of the TDLDA effective two-particle hamiltonian
is meaningful.

3.2 Comparing TDLDA and BSE

In the previous section we have shown that TDLDA can be written as an eigenvalue
problem. The question that arises is to which extent the eigenvectors and eigenvalues of
the corresponding problem are similar to the ones of the standard Bethe-Salpeter Equa-
tion, based on the GW approximation to the self-energy. We will partially answer it in
this section and, furthermore, discuss other ingredients that enter the final formula for
the dielectric permittivity, that is closely related to Photo-emission and Electron Energy
Loss spectra. It is important to point out, that some partial comparisons have already been
performed for small systems [94, 95, 96].
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3.2.1 Preliminary analysis

Before proceeding further we explore whether the eigenvectors in the calculation with
and without coupling Hc, between the resonant and antiresonant sectors of the hamilto-
nian Eqn. 3.13 are similar. The easiest way to see this is to compute scalar products of
eigenvectors for positive eigenvalues, ordered by eigenvalue magnitude:

Oλ ,λ ′ =
〈

v(1)
λ

∣∣∣ ∣∣∣v(2)
λ ′

〉
= ∑

n1,n2
V (1),n1,n2∗

λ
V (2),n1,n2

λ ′ (3.17)

The upper indices correspond to two different hamiltonians, whose eigenvectors we are
comparing. Unless specified otherwise, in the following, we will be working with loss
spectra of Silicon. For q=0 the data is summarized in Table 3.1. The "coup" and "ncoup"
labels correspond to the BSE calculations with and without coupling respectively; the
"tdlda" and "rtdlda" labels correspond to the full TDLDA, and the one without coupling
in the BSE form. In the first row we have written down the minimum overlap (Eqn. 3.17)
between two eigenvectors for different couples of hamiltonians constructed using 32k
points in the Brillouin zone, the second row shows the average overlaps for the same
system, the third row - minimum overlaps for systems with 4k points, and the forth the
average overlaps for these last systems.

coup vs tdlda coup vs ncoup ncoup vs tdlda ncoup vs rtdlda
minimum overlap 32k 0.012 0.025 0.009 0.004
average overlap 32k 0.465 0.95 0.486 0.457
minimum overlap 4k 0.076 0.326 0.012 0.038
average overlap 4k 0.605 0.964 0.622 0.59

Table 3.1 – Overlaps of eigenvectors for q=0. For the definitions see text.

One notes that the overlap between the eigenvectors with and without coupling is
large. Even the one between the BSE without coupling (ncoup) and the full TDLDA
(tdlda) is larger than that between the full BSE (coup) and full TDLDA. This is surprising,
as the full BSE and TDLDA give similar plasmon positions and shapes, whereas the BSE
without coupling is quite different from them. The corresponding spectra are plotted in
Fig. 3.1.

The fact that the overlap between the calculations with and without coupling is very
big can be used to improve the diagonalization procedure, through passing to a basis
where Hnocoup is diagonal. This will be further discussed later section. The overlaps for
q 6= 0 are smaller, but still large enough to say that the eigenvectors are quite similar.
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Figure 3.1 – Bulk Silicon loss spectra at q=0 for a 32k-points IBZ sampling. Comparison
of different methods: BSE(EXC) with and without coupling, TDLDA

3.2.2 Eigenvectors

In the previous sub-section we have performed a preliminary analysis of the differ-
ences between the eigenvectors, corresponding to different approximations. Let us look
deeper into it. To this end we first of all look at a given eigenvector of the BSE hamil-
tonian Vλ . The absolute values of its projections on the transition space vectors is given
in Fig. 3.2. These projections can be viewed as overlaps (Eqn. 3.17) between the eigen-
vectors of the BSE and those of non-interacting BSE hamiltonian (K = 0). We see that
their distribution is rather sharp, which allows one to identify specific eigenvectors of the
non-interacting hamiltonian with positive eigenvalues, with transitions from valence to
conduction band, that are responsible for a given transition in the final spectrum.

In the same manner we can look at the overlaps between the eigenvectors of effective
hamiltonians corresponding to different approaches, keeping an eigenvector of one hamil-
tonian fixed, and varying eigenvectors of the other one. We have done this to compare
eigenvectors of the BSE hamiltonian with and without coupling. The corresponding fig-
ure is Fig. 3.2.2. One sees that the distribution of overlaps remains sharp-peaked, around
one specific eigenvector.

To see that this is not something related to specific eigenvectors we chose to calculate
the logarithms of absolute values of all the elements of the matrix Oλ ,λ ′ (Eqn. 3.17), where
we have chosen the two sets of eigenvectors to be those of the Bethe-Selpeter effective
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Figure 3.2 – The absolute value of coefficients V n1,n2
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in terms of the LDA energy
E(n1−n2) = εn2− εn1 , for a transition given by its energy ελ = 22.2 eV

hamiltonian without coupling respectively, and those of the full TDLDA. The result is
shown in Fig. 3.4. We see that the overlap drops drastically as soon as we move away
from the diagonal Oλ=λ ′ . From this we understand that the matrix that transforms the
eigenvectors of one effective hamiltonian to the eigenvectors of the other one is also close
to being diagonal. We will use this in the construction of new calculation methods in this
chapter.

A good way of estimating how many eigenvectors of one system we need to construct
the eigenvectors of the other is to calculate sums of squares of absolute values of the
elements of the matrix of overlaps:

Sλ ,λ ′ = ∑
λ ′′∈[λ ′−dn,λ ′+dn]

∣∣Oλ ′′,λ

∣∣2 , (3.18)

or alternatively, if we define the range using energies:

Sλ ,λ ′ = ∑
λ ′′:|ε

λ ′′−ελ |<de

∣∣Oλ ′′,λ

∣∣2 . (3.19)

73



Chapter 3. Comparing and combining TDLDA and BSE

2 4 6 8 10 12 14 16 18 20
0.0

0.2

0.4

0.6

0.8

1.0

lam bda 51

lam bda 256

lam bda 461

ελ

O
λ
,λ

'

Figure 3.3 – Absolute values of overlaps for selected eigenvectors of the effective hamilto-
nian of the Bethe-Salpeter Equation with coupling, with those of the effective hamiltonian
of the Bethe-Salpeter Equation without coupling. Calculation performed for Bulk Silicon
32k-points IBZ sampling, with 8 bands.

The results of such a calculation are seen in Fig. 3.5. We see that taking an energy
range of de = 2eV , or dn = 20 gives almost 1, for both sums Eqn. 3.18 and Eqn. 3.19.

Finally, we can indirectly compare our results with those available in literature. Com-
puting the absolute values of the coefficients of the eigenvectors in transition space Fig. 3.6(a)
Fig. 3.6(b), we note that in the TDLDA case they are spread over a larger range of ele-
mentary transitions than in the case of BSE, in agreement with results in [97]

3.2.3 Joint Density of States

Coupled to the analysis of eigenvectors is the analysis of the Joint Density of States
(JDOS). For the non-interacting case it results from simple energy differences jdos(ω) =

∑v,c,k δ (εc,k−εv,k−ω), whereas after the addition of electron-hole interaction it becomes
the spectral function of the effective excitonic hamiltonian neglecting matrix elements,

∑λ δ (ελ −ω), since if one sets the numerator of Eqn. 3.15 to one and takes its imaginary
part the resulting expression is
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Figure 3.4 – Logarithm of the absolute value of overlaps between eigenvectors of effective
hamiltonians for the BSE without coupling and TDLDA. Calculation performed for Bulk
Silicon 32k-points IBZ sampling, with 12 bands.

Im∑
λ

1
ω− ελ

∼∑
λ

δ

(
ω− ε

λ

)
. (3.20)

The result is shown in Fig. 3.7. Here we see that the JDOS of the effective hamiltoni-
ans of the BSE with and without coupling coincide, and are both shifted with respect to
the TDLDA one.

This is expected because the effective hamiltonians in the case of Silicon are domi-
nated by their diagonals. From a perturbative point of view, this means that the eigenval-
ues and eigenvectors will be close to those of a diagonal-only hamiltonian. Furthermore,
the corrections to the energy are of second order, and not of first order, as the corrections
to the eigenvectors. Looking at the diagonal of Eqn. 3.9, we see that an important ingre-
dient are the energy differences εn1 − εn2 . For the TDLDA, they will be simply equal to
the differences of Kohn-Sham energies, whereas in the case of BSE they will correspond
to GW corrected energy differences. This explains the rigid shift.

It is worth noting, that this doesn’t change when we go to cruder Brillouin zone sam-
pling, as seen in Fig. 3.8(a). We see that the Joint Density of States for the effective
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the diagonal (green and red). Calculation performed for Bulk Silicon 32k-points IBZ
sampling, with 8 bands.
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Figure 3.6 – Bulk Silicon. The square absolute values of the effective hamiltonian eigen-
vectors’ coefficients in the transition basis

hamilitonians with and without coupling coincide perfectly. Furthermore (Fig. 3.8(b)), if
we compare the TDLDA joint-density of states, it coincides with the LDA one, and the
Bethe-Salpeter one, coincides with the LDA, shifted using a scissor correction to single-
particle energies. We thus confirm, what was stated previously, that the main contribution
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Figure 3.7 – Bulk Silicon. Joint density of states for different approaches. BSE with
coupling(coup) and without coupling(ncoup), TDLDA

to the transition energies comes from the diagonal, that is given by the effective hamilto-
nian with the Kernel K set to 0.
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Figure 3.8 – Bulk Silicon. The joint density of states corresponding to the effective hamil-
tonians for different approaches: BSE with coupling(coup), without coupling(ncoup),
TDLDA (tdlda), resonant TDLDA (rtdlda).
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3.2.4 Interference

In the previous sub-sections we have looked into the eigenvectors and eigenvalues
that are obtained from the effective two-particle hamiltonian. We have noticed that the
eigenvectors are similar, and that the Bethe-Salpeter JDOS is shifted with respect to the
Time-Dependent Density Functional Theory JDOS. This last remark, will be especially
visible at low energies, for example, for optical spectra. This is one of the reasons the
optical spectra a different as illustrated in Fig. 3.9.
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Figure 3.9 – Optical Spectra of Bulk Silicon obtained using different theoretical ap-
proaches: BSE and TDLDA.

Surprisingly, even though the two Joint Densities of States are shifted, the Loss spec-
tra obtained obtained using TDLDA and BSE (Fig. 3.10) are very close. In Fig. 3.10
we have also plotted the experimental and theoretical results from [82]. The difference
between the two TDLDA calculations being due to different k-point sampling. For consis-
tency, we chose to use the same k-point sampling between the two new BSE and TDLDA
calculations.

The fact that the two spectra are so close means that the second ingredient that one gets
from the BSE/TDLDA effective hamiltonian, the eigenvectors, compensate for the shift of
JDOS. To understand how this might happen, one should not forget that the eigenvectors
do not enter our expressions directly, but through a scalar product with ρ̃ . This means
that there might be interference effects that enter. This is actually what happens. One can
plot partial sums (Eqn. 3.21) in terms of T max, the transition up to which we perform the
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Figure 3.10 – Loss Function of Bulk Silicon at q = 0.8 a.u. in the [1,1,1] direction, using
different theoretical approaches (BSE, TDLDA), compared to TDLDA and experimental
results from [82]
.

summation, as it was suggested in [98]:

R(T max) =

∣∣∣∑T max
t=(n1,n2)ρtV λ

t

∣∣∣2∣∣∑t=(n1,n2)ρtV λ
t
∣∣2 . (3.21)

We show the result as a function of the E(T max) in Fig. 3.11(b). Comparison to the
absolute values of the coefficients V λ

n1,n2 of the eigenvectors that are shown in Fig. 3.11(a),
reveals that the contribution does not come exclusively from the peak, but also from the
tails (Fig. 3.11(b)). This amounts to an extension of the energy range required for con-
verge of the scalar product ∑n1,n2 ρ̃n1,n2(x1) ·V n1,n2

λ
that enters Eqn. 3.15. One sees that

the number of transitions over which one has to sum is larger, than what one could have
thought from analyzing Fig. 3.6.

3.2.5 Coupling

Another important element contained in Eqn. 3.15 is the overlap matrix S. As shown in
Fig. 3.12 one sees that the effect of coupling is important for q 6= 0. This is in agreement
with what was pointed out in [80], but for q = 0. Moreover, the overlap matrix has a
significant contribution. Finally, the results suggest that this it is actually this inclusion
of the coupling term that accounts for the cancelation of the shift induced by the single-
particle energy corrections (scissor operator or GW correction).
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Figure 3.11 – Bulk Silicon. The contribution of different transitions to the spectra and the
impact of interference.
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Figure 3.12 – Bulk Silicon loss function at q=0.75 in the (1,1,1) direction: importance
of the coupling. (blue) - no coupling included; (red) - coupling included in the effective
hamiltonian diagonalisation, the eigenvector non-orthogonality not taken into account;
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3.2.6 Importance of the electron-hole exchange

In this last sub-section we want to analyze the importance of the vc term in the two
particle effective hamiltonian Eqn. 3.9. To this end we look at the average overlap between
the eigenvectors of the effective hamiltonians. It turns out that this is a good estimate of
the proximity of the spectra, if we are replacing elements of one hamiltonian by the other.
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To understand this more in details, we can compare Fig. 3.13(a) and Fig. 3.13(b). We see
that when the average overlap becomes close to 1, the two energy loss spectra coincide
almost perfectly.

0 5 10 15 20 25 30 35
0.4

0.5

0.6

0.7

0.8

0.9

1.0

Cutoff-energy dE [eV]

A
v
er

ag
e 

o
v
er

la
p
 |u

*
v
|

(a) Average overlap

0

0.5

1

1.5

2

2.5

3

3.5

4

10 15 20 25 30

-I
m

 
 -1

 [eV]

Full BSE
dE = 0

dE = 0.5
dE = 1.0
dE = 5.0

dE = 10.0
dE = 20.0 

(b) Energy Loss

-20

-15

-10

-5

0

5

10

15

20

25

30

35

0 2 4 6 8 10

ω [eV]

R
e 
ε

Full BSE
dE = 0

dE = 1.0
dE = 1.0
dE = 2.5

(c) Re ε

0

5

10

15

20

25

30

35

40

0 2 4 6 8 10

ω [eV]

Im
 ε

Full BSE
dE = 0

dE = 0.5
dE = 1.0
dE = 2.5

(d) Im ε

Figure 3.13 – Bulk Silicon: the average overlap between the eigenvectors of the effective
hamiltonian of the Bethe-Salpeter Equation without coupling and the eigenvectors of the
effective hamiltonian for the Bethe-Salpeter Equation without coupling, where parts of
the hamiltonian were replaced their TDLDA counterparts in terms of the amount of re-
placements(upper left); the evolution of the loss function (upper right), Re ε (lower left)
and Im ε (lower right) as we increase the number of elements of the hamiltonian that are
replaced.

Let us now use this to analyze the importance of vc. To this end we start replacing
parts of the effective hamiltonian for the Bethe-Salpeter Equation, with elements of the
TDLDA effective hamiltonian. What we see is that if both effective hamiltonians contain
the vc term (Fig. 3.14(a)), the average overlap converges to 1, rather rapidly. However, if
we remove the vc terms from both hamiltonians, the convergence becomes much worse
(Fig. 3.14(b)).

81



Chapter 3. Comparing and combining TDLDA and BSE

0 5 10 15 20 25 30 35
0.0

0.2

0.4

0.6

0.8

1.0
TDLDA

Nothing

A
v
er

ag
e 

o
v
er

la
p

Cutoff-energy dE

(a) With the coulomb term in K

0 5 10 15 20 25 30 35
0.0

0.2

0.4

0.6

0.8

1.0
TDLDA

Nothing

Cutoff-energy dE

A
v
er

ag
e 

o
v
er

la
p

(b) Without the coulomb term in K

Figure 3.14 – Bulk Silicon: the average overlap between the eigenvectors of the effective
hamiltonian of the Bethe-Salpeter Equation and the eigenvectors of the effective hamilto-
nian for the Bethe-Salpeter Equation, where parts of the hamiltonian were replaced their
TDLDA counterparts or set to 0 (Nothing).

This also shows that the fxc and W terms, that enter the respective effective hamil-
tonians for TDLDA and BSE, function differently, and for the results to be close one
absolutely needs the vc term. In other words, this gives a hint why TDLDA works much
better for loss than for absorption spectra.

3.3 Ideas for new methods

In the previous sections we have analyzed different ingredients that enter the refor-
mulation of TDLDA and BSE as eigenvalue problems, and the properties of the effective
hamiltonian in general. Here we suggest new approaches based on this.

3.3.1 Changing the working space

In [92] and [93] the authors have modified the scalar product V †
i Vj ⇒ V †

i HncoupVj

to make the eigenvalue problem H2pVλ = ελVλ hermitian. Alternatively a perturbation
procedure has been used in [80]. Here we suggest a reformulation of the latter ap-
proach, which can either be used to find approximate solutions or exact iterative, but
with a better convergence rate, in some cases. It is based on the fact that in many cases
‖Hres‖ ,‖Hantires‖ � ‖Hc‖. We can first solve the problem for the simplified Hreduced =(

Hres 0
0 Hantires

)
. This can be separated into two problems for the resonant and anti-

resonant part. Denoting Vr and Va their respective eigenvector matricies we can organise
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them into

(
Vr 0
0 Va

)
. Using this last matrix to make a transformation of basis we will

get

H f ull =

(
Λr 0
0 Λa

)
+

(
0 V †

r HcVa

−V †
a H†

c Vr 0

)
. (3.22)

Here Λr and Λa are diagonal matrices composed of eigenvalues of the Hres and Hantires

respectively. One can then analyse V †
r HcVa and find the largest elements. In this new

basis the idea of [92] and [93] becomes also numerically simpler as now the modification
V †

i Vj⇒V †
i diagΛrΛaVj, where diagΛrΛa is a diagonal matrix with the eigenvalues of the

resonant and antiresonant sectors on its diagonal. This means that one needs much less
computational effort to calculate the matrix products. Moreover one could think of using
the matrix B (Eqn. 3.14) as the modified scalar product to write down a new Haydock
algorithm in this case, so as to get rid of negative norms that might cause instability of the
algorithm. The way the problem has been rewritten also offers a possibility of reducing
the memory space usage. (We now have only N ×N dense matrices and not 2N × 2N
where N is the number of transitions).

3.3.2 Perturbative coupling

Let us suppose that we have a system in the form described in the previous sub-section:
a diagonal part and an off-diagonal anti-hermitian coupling part. Let us now suppose that
we want to do a perturbation theory on it. It turns out to be rather complicated as the
levels with the increase of number of k-points become quasi-degenerate. This means
that standard non-degenerate perturbation theory will start failing. Still we know that the
overlap between the full eigenvectors and eigenvectors in the case we neglect coupling
is large. Moreover if we start summing over an energy range it becomes essentially 1.
Therefore we can apply Quasi-Degenerate perturbation theory trying to get rid of the
contribution from coupling [99]. Let us note that in this formalism the matrices for the
resonant and anti-resonant part remain hermitian. This is due to the fact that the non-
hermitian Hc elements always come in pairs and their respective sign change will cancel.
We can even extend this to the case when we have not made the basis change to the
basis where Hr is diagonal as still the actual contributions will contain couples of Hc

or simply Hr or Ha that are all in fact hermitian. In the end we need just to solve the
eigenvalue problem for two Hermitian matrices and then perform a rotation backwards to
the original basis via a rotation matrix eS. The matrix S in the exponent being computed
perturbationaly from Hc, Hr and Ha. The advantage of this stems from the fact that we use
the symmetry underlying our problem reducing in the end the complexity from a 2N×2N
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problem to two N×N problems plus some matrix multiplications. In the case of q = 0
this will reduce even further to just one N×N matrix digitalization.

3.3.3 Replacing parts of GW-BSE by TDLDA

Finally, here we present a method that comes from the analysis performed in the previ-
ous section. Taking into account the fact that for Silicon the EELS spectra obtained using
TDLDA and GW+BSE are very similar, and the eigenvectors seem to have quite a large
overlap one can devise a method that combines the two, taking advantage of the strong
sides of each: TDLDA is generally faster for solids, and in GW+BSE excitonic effects are
accounted for. In fact one could split the problem of solving the 4-point equation into two.
As a first step solving the equation with a local Kernel Klocal that couples transitions that
have similar initial (and final states). This part could be carried-out within the TDLDA
framework. Then, to account for the coupling of transitions which are more distant, one
would solve a second equation, this time, within BSE:

4
χlocal =

4
χ0 +

4
χ0Klocal

4
χlocal

4
χ = 4

χlocal +
4
χlocalK f ull−local

4
χ

These latter effects should be important in the case when the transition energies in
different points in k-space are close of even quasi-degenerate, therefore one could also
think of a method separating things in energy or frequency space as it is done Fig. 3.3.3.
There we use the BSE+GW hamiltonian in transition space whenever the separation in
energy is smaller than dE and the TDLDA one in the other case.

The variations in the spectra, when we replace parts of the TDLDA kernel by a BSE
one are shown in Fig. 3.13

It is worth noting that this is not the only possibility for creating methods combining
advantages of Many Body Perturbation Theory and Time Dependent Density Functional
based methods. For example [51] use the Bethe-Salpeter equation to develop new kernels,
whereas [100] suggest using TDDFT as an ingredient for simple models.

3.4 Discussions and conclusions

In the present chapter we have discussed the importance of different ingredients that
contribute to ab-initio spectra. By using the same framework, the effective two particle
hamiltonian, for the approximations to the Time-Dependent Density Functional Theory
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Figure 3.15 – Bulk Silicon: the average overlap between the eigenvectors of the effective
hamiltonian of the Bethe-Salpeter Equation and the eigenvectors of the effective hamilto-
nian for the Bethe-Salpeter Equation, where parts of the hamiltonian were replaced their
TDLDA counterparts as a function of the amount of replacements. 32k-points in IBZ, 25
bands, with coupling.

and the Bethe-Salpter equation we were able to see that the assignment of spectral struc-
tures to particular transitions is far from obvious. The interference between different
transitions means, that even if two eigenvectors of the corresponding two-particle hamil-
tonians seem close, as their overlaps

〈
Φ

(1)
λ

∣∣∣ ∣∣∣Φ(2)
λ ′

〉
are almost a delta function δ (λ −λ ′),

this doesn’t mean that the transitions they describe are the same. Moreover, when one
expands the eigenvectors of one approximation in terms of the other, there can be a non-
negligible contribution from the resonant part to the anti-resonant part and vice-versa.
This means that even if the TDLDA and BSE spectra look the same, the analysis that
comes out of them can be different.

In the second part of this chapter we have looked into possibilities of devising new
methods, reducing the complexity of the Bethe-Salpeter equation. First, by taking care of
the coupling between the resonant and anti-resonant of the effective two-particle hamil-
tonian separately. Second, by replacing parts of the Bethe-Salpeter equation by their
TDLDA counter-parts. This became possible due to the fact that taking into account the
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contribution from the bare Coulomb term already gives a good approximation to the final
spectra in particular in Silicon. More work has to be performed to test these new approx-
imations and calculation schemes.

It is worth noting, that to the best of our knowledge, this is the first analysis of the
impact of the coupling on Electron Energy Loss Spectra in the BSE, for q 6= 0 2 .

2. During the writing of the present work, independent result related to this topic appeared [101]
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Chapter 4

Dynamical Structure Factor

The Dynamical Structure Factor (DSF), S(q,ω)G,G′ , and the related dielectric suscep-
tibility χ(q,ω)G,G′ are crucial quantities for describing Inelastic X-ray Scattering (IXS)
and Electron Energy Loss (EELS) experiments. They contain information about inter-
band and collective electron excitations in materials. The dielectric function ε−1, that can
be obtained from the susceptibility χ is, moreover, a key ingredient for the interpretation
of other spectroscopies such as Photo-emission (PES) and Inverse Photo-emission (IPES).
In this chapter, on the one hand, we introduce and calculate the full Dynamical Structure
Factor S(q,ω)G,G′ for transferred momenta q across the entire Brillouin zone and recipro-
cal lattice vectors G,G′ including off-diagonal (G 6= G′). This quantity is then compared
to existing experimental results obtained by Coherent X-ray Scattering (CIXS). On the
other hand we calculate the full dielectric susceptibility χ(q,ω)G,G′ and from this the
induced charge n(r) due to different external potentials.

4.1 Definition

The diagonal elements of the Dynamical Structure Factor, S(q,ω)G=G′ , are often mea-
sured by IXS and those of ε−1(q,ω)G=G′ by EELS, as pointed out in subsection 1.2.2.

Back in 1982 it was shown that elements of ε−1(q,ω)G,G′ were measurable by means
of inelastic scattering of X-ray photons from two different modes of the wave field [22].
Following this an experimental procedure was devised [102] and applied [103, 104]. In
all of these, the key quantity of interest is the Dynamical Structure Factor. Let us derive
its relation to the Coherent Inelastic X-ray Scattering experiments and the susceptibility
or, alternatively the inverse dielectric function.
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4.1.1 Relation to the susceptibility

In the previous chapter we have shown that the definition of the many-body dielectric
susceptibility Eqn. 1.31 can be rewritten using the eigenvectors and eigenvalue of the
effective two-particle hamiltonian Eqn. 3.15, in the static BSE approximation. The exact
χ be written in a similar form, in particular its Fourier transform at zero temperature
reads:

χ(q,ω)G,G′ = ∑
λ

ρ̃
(
q,G′

)∗
λ

ρ̃ (q,G)
λ

(
1

ω− (ελ − εN)+ iη
− 1

ω +(ελ − εN)+ iη

)
,

(4.1)

where ελ is the energy of the excited state N-body state |Nλ 〉, εN is the energy of the
ground state |N〉, and ρ̃ (q,G)

λ
is the Fourier transform of the electron-hole amplitude

〈Nλ |Ψ†(r)Ψ(r) |N〉.

The Dynamical Structure Factor, defined by its relation to the double differential
cross-section of Electron Energy Loss [105], can be written as:

S(q,ω)G,G′ = ∑
λ

ρ̃
(
q,G′

)∗
λ

ρ̃ (q,G)
λ

δ ((ελ − εN)−ω). (4.2)

Using the relation:

1
x+ iη

= v.p.
1
x
− iπδ (x), (4.3)

where v.p. stands for the principal value, and the fact that ℑ(ab) = ℑ(a)ℜ(b)+ℑ(b)ℜ(a)
and ℜ(ab)=ℜ(a)ℜ(b)−ℑ(b)ℑ(a) and finally that exchanging G with G′ in ρ̃ (q,G′)∗

λ
ρ̃ (q,G)

λ

is equivalent to complex conjugation, one obtains up to constant factors:

ℜ(S(q,ω)G,G′) =
ℑ(χ(q,ω)G,G′)+ℑ(χ(q,ω)G′,G)

2π
(4.4)

ℑ(S(q,ω)G,G′) =
ℜ(χ(q,ω)G′,G)−ℜ(χ(q,ω)G,G′)

2π
. (4.5)

We thus have related the Dynamical Structure factor to quantities we can calculate
using ab-initio methods. Let us now relate it to experimental results.
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4.1.2 Relation to Inelastic X-ray Scattering

As stated in the Introduction the Coherent Inelastic X-ray Scattering experiments in-
volve the the superposition of two plane waves:

A0(r) = A0eiK0r

Ah(r) = AheiKhr.

These waves, both with energy ω , are then scattered into a wave of frequency ω ′ and
wave vector K2. The material, also changes its state from |N〉 → |Nλ 〉.

The Inelastic X-ray scattering comes from the non-linear part of the interaction be-
tween light and matter, also known as the Thomson term:

Ĥint =
e2

2mc2 ∑
j

A2(r j). (4.6)

Here A(r j) is the vector potential operator, at the position of the electron j.

The fermi golden rule states that the transition probability is proportional to the square
of the matrix element of this interaction, multiplied by the delta function describing en-
ergy conservation. It can be shown that the double differential cross-section is also pro-
portional to this quantity:

d2σ

dEdΩ
∼∑

F

∣∣〈F |Ĥint |I〉
∣∣2 δ (EF −EI)

Here, F is the final state of the full system (material in state |Nλ 〉, and photon with fre-
quency ω ′), with energy EF = ελ +ω ′ and I is the initial state of the system (material in
state |N〉 and photon with frequency ω), with energy EI = εN +ω .

Following the lines of [106] we write out the the vector potential that enters Eqn. 4.6:

A(r) =
1√
ω

[
ê0(â

†
0eiK0r + â0e−iK0r)+ êh(â

†
heiKhr + âhe−iKhr)

]
+

1√
ω ′

[
ê2(â

†
2eiK2r + â2e−iK2r)

]
.

Here êi is the polarization of the wave i and âk, â
†
k are photon annihilation and creation

operators. Furthermore, using the expressions |I〉= |N〉 |Φ〉, where |Φ〉 is the initial state
of the electro-magnetic field, and |F〉 = |Nλ 〉 |Φ′〉, where |Φ′〉 is the final state of the
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electro-magnetic field, we obtain that the double differential cross section is:

d2σ

dEdΩ
∼
[
(ê0̇̂e2)

2A2
0S(q0,q0,E)+

+(êḣ̂e2)
2A2

hS(qh,qh,E)+

+ 2(êḣ̂e2)(ê0̇̂e2)cos(∆φ)ℑ(S(q0,qh,E))
]

(4.7)

Here, qh =Kh−K2, q0 =K0−K2 = q+G′, ∆φ is the phase shift between the two su-
perimposed waves. The Dynamical Structure Factor S, as it is written in Eqn. 4.7 is related
to the one introduced in the previous section as follows: S(q0,qh,E) = S(q,ω = E)G,G′ ,
where qh = q+G′ and q0 = q+G.

The relation between experiments and the elements of the Dynamical Structure Factor
is, hence, more complicated than in the case of IXS and requires some post-treatment of
experimental data. Nevertheless, we have a clear relation of CIXS to the susceptibility
χ , which allows one to calculate ε−1, the microscopic screening. The relation Eqn. 4.7
derived here is complicated, this explains the fact the very few experimental results are
available in this case, and their error-bars are large. Let us now proceed to the next section
where we describe the actual theoretical results obtained for this quantity.

4.2 Diagonal and off-diagonal elements

In the present section we will discuss why one must consider not only the diagonal, but
also the off-diagonal elements of the Dynamical Structure Factor and present numerical
results obtained for them.

4.2.1 Discussion

Most experimental techniques in condensed matter physics give information about the
response of the system in frequency space, and not in time space, which is related to the
measurement of energy. In the seminal work [107], the authors suggest to transform data
from Inelastic X-ray Scattering (IXS) experiments to obtain the response of the system
in real time. They, furthermore, apply it to image the induced charges in water, using the
relation nind ∼ χvext . However, their approach is limited by the fact that the IXS gives
access to the diagonal part (G = G′) of χ(q,ω)G,G′ , or alternatively of S(q,ω)G,G′ . Due
to this, the response obtained in real space is a function of the distance r− r′, and thus
the images of the induced charge, can only be seen as averages. Since then this study has
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been extended to more complicated cases [108, 109].

In the present work we will study the full S(q,ω)G,G′ for transferred momenta q across
the entire Brillouin zone and reciprocal lattice vectors G,G′ including off-diagonal ele-
ments (G 6= G′). That can therefore be viewed as a matrix,

S(q,ω)G,G′ =


S(q,ω)G0,G0 S(q,ω)G0,G1 · · · S(q,ω)G0,GN

S(q,ω)G1,G0 S(q,ω)G1,G1 · · · S(q,ω)G1,GN
... . . . . . . ...

S(q,ω)GN ,G0 S(q,ω)GN ,G1 · · · S(q,ω)GN ,GN

 . (4.8)

This full description gives access to the full χ(r,r′,ω). When one applies the formal-
ism of [107], one can calculate the induced charges on individual atoms, not averaged
over different unit cells.

In this thesis it became possible to calculate the the off-diagonal elements of χ(q,ω)G,G′ ,
including the electron-hole interaction, by extending the formula Eqn. 3.15, which had
already been implemented in the EXC code. To be more precise, until recently, it was
implemented in the form Eqn. 4.1, for G = G′. Moreover, we used the parallelization
discussed in Appendix B.1 to make the calculation faster.

In the following all the coordinates of the vectors are given in terms of the reciprocal
lattice translation vectors of an fcc crystal, which are given by:

b1 =
2π

a
(0,1/2,1/2)

b2 =
2π

a
(1/2,0,1/2)

b3 =
2π

a
(0,1/2,1/2),

where a is the lattice constant. For example q = (1,0,0) corresponds to 2π

a (0,1/2,1/2).

4.2.2 Numerical results. Silicon

The first questions that we want to answer is: how do diagonal and off-diagonal el-
ements (in G,G′) of S(q,ω)G,G′ compare to each-other in size, convergence and what
is the additional information that can be learned from them? Previously, the results for
the diagonal part for Silicon, have been largely discussed for TDLDA in [82] and very
recently, but not in detail, for BSE [101]. The off-diagonal elements have been calculated
in the Random Phase [103] and TDLDA approximations [110].
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In Fig. 4.1 we show both a diagonal and an off-diagonal element for Silicon in RPA
and TDLDA. One sees that diagonal and off-diagonal elements are very different: it is
worth noting that the off-diagonal elements do not have to be positive, as they are not a
sum of squares of absolute values of ρ̃ (q,G)∗

λ
. This means that they can be sensitive to

different symmetries of the underlying excitations and distinguish between the excitation
and its back-folded version. This was already noted for Si in the RPA [103].

Furthermore, one sees that even for rather large G−G′ the off-diagonal element re-
mains non-negligible with respect to the diagonal one. One also sees that there is a correc-
tion that is beyond the simple Random Phase Approximation, with spectral weight shifted
to lower energies.

As in the case of diagonal elements, also the off-diagonal elements calculated in the
BSE are similar to the TDLDA results. Moreover, they are in good agreement with ex-
periments for Si. This is shown in Fig. 4.2. Both TDLDA and BSE are within the error
bar, therefore for this simple material one can use both of these methods, or our combined
methods, as suggested in the previous chapter.

Concerning the convergence, for Si we found that there is no difference between the
diagonal and the off-diagonal elements.

4.2.3 Numerical results. Lithium Fluoride

Let us now consider a more interesting material, Lithium Fluoride, which is known to
have a bound exciton within the photoemission gap that is clearly visible in absorption or
loss experiments [109, 111]. On the one hand we see in Fig. 4.3(a) that the TDLDA fails
to produce a strong exciton. On the other hand, we see that BSE does give rise to such an
exciton in the spectra. It has already been pointed out, that the BSE allows one to repro-
duce correctly the experimental exciton position and dispersion [81]. Interestingly, our
work shows that this exciton is also well visible in the off-diagonal element in Fig. 4.3(b).

The amplitude ℑε at the excitonic peak can even be larger in some of the off-diagonal
elements, than in the diagonal ones Fig. 4.4(a). This is, however, not always the case as
seen in Fig. 4.4(b).

Finally, we can point out that there is not significant difference in convergence be-
tween the diagonal and off-diagonal elements for Lithium Fluoride, which means that
this study can be performed for the diagonal part. More details concerning convergence
for LiF can be found in the next chapter and in the Appendix D.1.
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Figure 4.1 – Bulk Silicon: comparison of ab-initio diagonal and off-diagonal structure
factors, S(q,q′,ω) obtained using TDLDA and RPA

4.3 Induced charges

We can now use the results obtained to access new interesting physics. Our first target
is the induced charge due to some external potential Vext (Eqn. 1.12), that can be written
as follows:
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Figure 4.2 – Imaginary part of the off-diagonal element of the Bulk Silicon susceptibility
obtained using the BSE (blue) and TDLDA (red) compared to the experiment (black)
from [104]. Here q=0.5(1,1,1), q’=-0.5(1,1,1)

δn(r, t) =
1

Nq
∑
q

∑
G,G′

∫
dωχ(q,ω)G,G′Vext(q+G′,ω)ei(q+G)re−iωt , (4.9)

using the Fourier transforms of the susceptibility χ and the external potential Vext .

Let us first forget about the frequency integral, setting Vext(q + G′,ω) = Vext(q +

G′)δ (ω −ω0) and setting t = 0. Then one will just have three sums: over G,G’ and
q. If one sends a plane wave, Vext(q+G′) = δ (q−q0)δG′,G0 - then two of the three are
lifted and one is left with a sum over G. One can then look at the convergence of this
sum with respect to the number of G-vectors. This is not just a technical point: since the
experiments are difficult it is important to make predictions about how many, and which,
elements should be measured in order to obtain desired information. Of particular inter-
est is the case when the frequency of the perturbation is close to the exciton dispersion
relation ω0 = εq.

In the following, to visualize the charges, we make a cut through the real space distri-
bution of charges. In both cases it is a [0,0,1] cut, with the (0,0) being located on a Silicon
atom in the case of Bulk Silicon, and on a Lithium atom in the case of Lithium Fluoride.
We choose q0 = (0,−0.25,−0.25) in inverse lattice units. This is one of the directions in
which the exciton in LiF is well visible in absorption. In the plots we have visualized two
unit cells in each direction.
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Figure 4.3 – Lithium Fluoride: comparison of diagonal and off-diagonal elements of ℑε

for q = (0,-0.25,-0.25), G=0, G’=(1,1,1), obtained using the BSE and TDLDA

First we look at the results of the BSE calculation. Fig. 4.5(a) shows the induced
charge obtained from Eqn. 4.9 for Vext(q+G′)= δ (q−q0)δG,G0 , for q0 =(0,−0.25,−0.25)
and G0 = 0, and only the G= 0 element is taken into account in the sum over G. The result
shows only the structure of the applied field, and not that of the material. However as soon
as one starts to sum over some G vectors, thus including the off-diagonal elements, one
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Figure 4.4 – Lithium Fluoride: diagonal and off-diagonal elements of ℑε calculated in
the BSE

gets structures, that reproduce the lattice periodicity (Fig. 4.5(b)). The fully converged
results are obtained in the last figure Fig. 4.5(d). One starts getting most of the features
as soon as one goes beyond the diagonal approximation. It is important to note that some
of the contributions will be negligible. For example, the contribution of the exciton in
Fig. 4.4(b). This allows one to restrict the sum even further. As pointed out above, this is
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Figure 4.5 – Lithium Fluoride: number g of G vectors required to converge the induced
charge density. Vext is a plane wave with q0 = (0,−0.25,−0.25) and G0 = 0. The number
of G vectors is chosen such that the shell is closed. The response function used is the BSE
one. The grey points are Lithium atoms, the green ones are Fluorine

important as, in experiments it is difficult to measure all the matrix elements.

Next we study the case of a delta-like periodic perturbation Vext(r) = eiq0r
∑G′ eiG′r,

with the sum over G and G′ up to a certain shell. The results are shown in Fig. 4.6.
Here the induced density becomes localized even more. The convergence is similar to the
previous case and for 3 shells, corresponding to 15 G vectors, most of the features of the
converged induced density are reproduced.

It is also interesting to study a localized excitation. To this end one has to make a sum
over the q vectors. It is worth noting that just summing over q vectors already localizes
the density (Fig. 4.7).

In fact even taking two elements in q already reproduces some localization, even if
one takes just one G vector in each case. On the other hand some features of the spectra
get smeared-out (Fig. 4.8). This smearing out is due to the fact that the exciton disperses,
so for fixed ω0 and varying q one mixes more or less localized excitations.
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Figure 4.6 – Lithium Fluoride: number g of G vectors required to converge the induced
charge density. Vext(r) = eiq0r

∑G′ eiG′r is a superposition of g′ plane wave. The response
function used is the BSE one.
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Figure 4.7 – Lithium Fluoride: the induced density, when Vext(r) = ∑q eiqr is a superpo-
sition of 6 plane waves with different q-vectors, taken for 1 g and 1 g’. The response
function used is the BSE one.

Finally one can compare the results of the Bethe-Salpeter treatment of the response
with the TDLDA and RPA ones (Fig. 4.9). Only this comparison can tell us to which
extent the localization is due to the external potential alone, or due to the electron-hole
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Figure 4.8 – Lithium Fluoride: study of the number of G vectors required to converge the
induced charge density. Vext is a superposition of q q-vectors. The response function used
is the BSE one.

interaction. We see that the results obtained using a BSE susceptibility close to the exciton
frequency (Fig. 4.9(e)) are very different from the TDLDA and RPA ones (Fig. 4.9(a),
Fig. 4.9(c)), they present sharp features. However, if one goes closer to the plasmon
frequency, the BSE and RPA results come closer (Fig. 4.9(b),Fig. 4.9(f)). One of the
reasons they are different from the TDLDA ones is the difference in the plasmon peak
position, clearly visible in Fig. 4.3(a). It is also worth noting that the differences between
different susceptibilities become smaller as soon as we apply a more localized external
potential, which corresponds to an integral over dispersing features (Fig. 4.10). In other
words, in order to detect the excitonic contribution experimentally one should use a plane
wave in space, rather than a localized potential.

4.4 Discussion

In the present chapter we have calculated the susceptibility χ(q,ω)G,G′ for transferred
momenta q across the entire Brillouin zone and reciprocal lattice vectors G,G′ including
off-diagonal elements (G 6= G′) for two prototypical materials, Silicon and Lithium Fluo-
ride. This was possible thanks to the parallelization of the EXC code (See B.1 for details),
and the extension of the formula for χ , in particular the treatment of the G dependence of
ρ̃ (q,G) f ,i = 〈 f |exp(−i(q+G)r) |i〉.

Off diagonal elements of S(q,ω)G,G′ look qualitatively differently from the diagonal
ones, and can even become negative. However, the electron-hole interaction acts in a
similar manner and magnitude, both for the diagonal and off-diagonal elements, shifting
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(a) RPA susceptibility, ω = 14eV
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(d) TDLDA susceptibility, ω = 25.6eV
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(e) BSE susceptibility, ω = 14eV

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

(f) BSE susceptibility, ω = 25.6eV

Figure 4.9 – Lithium Fluoride: comparison of induced charge profiles for different meth-
ods and excitation frequencies ω . Vext is a plane wave. q0 = (0,−0.25,−0.25) and
G0 = 0, the sum is over 27 G vectors.

the spectral weight to lower energies. The BSE and TDLDA seem to perform similarly
for diagonal and off-diagonal elements.
The calculated χ(q,ω)G,G′ was used to produce images of the induced charge. These can
be used to model the real space and time evolution of different excitations in materials.
In the following chapter we will use these results to model the dielectric microscopic
function, and obtain Photo-Emission Spectra.
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Figure 4.10 – Lithium Fluoride: comparison of induced charge profiles for different meth-
ods and excitation frequencies ω . Vext(r) = eiq0r

∑G′ eiG′r is a superposition of 27 plane
waves. q0 = (0,−0.25,−0.25), the sum is over 27 G vectors.
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Chapter 5

Excitonic satellites

Despite the progress of ab initio techniques, the correct description of satellite peaks
in photoemission spectra still remains a challenge. Recently progress was made concern-
ing plasmon satellites, where the hole left by the outgoing electron excites plasmons in
the material. Our goal is to extend these methods to the description of satellite peaks
arising from the interaction of quasiparticles and excitons. To this end, the dynamically
screened Coulomb interaction W is calculated from the Bethe-Salpeter Equation (BSE),
which gives a correct description of excitons. In contrast, this is an ingredient that is miss-
ing in the GW approximation that is based on the Random Phase approximation (RPA)
for W .
This became possible, as we are now able to calculate not only the diagonal, but also the
off-diagonal elements of the susceptibility χG,G′ which allows one to obtain the whole
dielectric function εG,G′(q,ω), which is a matrix in the reciprocal space, for all the q of
the Brillouin zone.
This ε is then used to construct W which is an ingredient for the cumulant approach to the
photo-emission spectra. Only including the excitonic effects can the experimental spectra
of Lithium Flouride be explained, whereas the Random Phase Approximation is not suf-
ficient to describe all the observed features. In this way, we demonstrate the existence of
exciton satellites, alongside the plasmon ones, in wide gap insulators.

5.1 Ab-initio description of satellites

As seen in the introduction a typical photoemission spectra Fig. 1.1 will have quasi-
particle peaks related to the solutions of the equation: ω − ε0

k −ℜΣ(k,ω) = 0, which
enters the denominator of Eqn. 1.39. However, other structures are also clearly present,
related to other types of excitations. To understand them, let us think in terms of an
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Chapter 5. Excitonic satellites

independent quasi-particle picture, with different types of particles: electrons, excitons,
plasmons. Each of these particles has its own excitation probability pi and energy Ei.
Let us imagine a simple photo-emission experiment. If we illuminate our material with
light of frequency ω superior to the binding energy ωe of a given electron, we can extract
it. Now, if the frequency of light is superior to the ωe +ω i

b, where ω i
b is the excitation

energy of some bosonic excitation i (plasmon, exciton,...) we can not only extract the
electron, but also excite one boson. If the incident light frequency is superior to ωe+2ω i

b,
we can excite two bosons, etc.
Now assuming that the excitation probabilities are independent and that the probability of
a photon with frequency ω of giving away energy ε is given by a Lorenzian, we obtain a
phenomenological formula for the photo-electric current:

I(ω)∼ 1
(ω−ωe)2 +Γ2 +∑

i

ai

(ω−ωe−ω i
b)

2 +Γ2+

+
1
2! ∑

i

aia j

(ω−ωe−ω i
b−ω

j
b)

2 +Γ2
+

+
1
3! ∑

i

aia jak

(ω−ωe−ω i
b−ω

j
b−ωk

b)
2 +Γ2

... (5.1)

Here the am are the probabilities of exciting a given boson m, the pre-factors 1/n! come
from the fact that we are working with bosons, and Γ is some broadening.

Such an expression is the solution of an electron-boson coupling hamiltonian [112],
and it is used in the cumulant approach to the calculation of photoemission spectra [113,
114, 115]. It has been already used to describe different features of photoemission spec-
tra [116, 117, 118, 119, 120]. Here we summarize a schematic derivation, in the ab-initio
context, following [114, 121]:

We start from the Dyson equation (Eqn. 1.28), rewritten, as a functional differential
equation using an auxiliary external field U :

G(1,2) = G0(1,2)+G0(1,1′)uclG(1′,2)+ iG0(1,1′)vc(1′,2′)
δG(1′,2)
δU(2′)

=

= G0(1,2)+G0(1,1′)uclG(1′,2)+ iG0(1,1′)W (1′,2′)
δG(1′,2)
δucl(2′)

,

where we have introduced the total classical potential ucl = vH +U and the screened
Coulomb interaction W = ε−1vc =

δucl
δU vc. Supposing that δε

δU = 0, and more importantly,
that G and GH are diagonal in the same basis, which is called the decoupling approxima-
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5.2 Lithium Fluoride: a prototypical material

tions, we obtain the following equation for every element Gi,i:

Gi,i(t1, t2) = G0
i,i(t1, t2)+G0

i,i(t1, t3)ucl(t3)G0
i,i(t3, t2)+ iG0

i,i(t1, t3)Wi,i,i,i(t3, t4)
δGi,i(t3, t2)

δucl(t4)
,

where Wi,i,i,i =
∫

drdr′|φi(r)|2|φi(r′)|2W (r, t1,r′, t2), and ucl(t) =
∫

dru(r, t)|φi(r)|2 (Re-
peated times are integrated over). The solution of this equation is:

Gi,i(t1, t2) = GH
i,i(t1, t2)exp

[
−i
∫ t2

t1
dt ′
∫ t2

t ′
dt ′′Wi,i,i,i(t ′, t ′′)

]
. (5.2)

In this same decoupling approximation the G0W0 self-energy reads:

Σi,i(t1, t2) =−Θ(t2− ti)eiεi(t2−t1)Wi,i,i,i(t1, t2).

It is thus proportional to W , and we can modify the expression Eqn. 5.2:

Gi,i(t1, t2) = GH
i,i(t1, t2)exp

[
i
∫ t2

t1
dt ′
∫ t2

t ′
dt ′′Σi,i(t ′, t ′′)eiεi(t ′−t ′′)

]
. (5.3)

Writing the self-energy Σ as sum of lorentzians, we obtain Eqn. 5.1. As can be seen from
Eqn. 5.3, only GW ingredients are needed to obtain the cumulant spectrum.

It should be noted that the derivation does not suggest an RPA approximation for W ,
but rather the use of the full, measurable W . This speaks in favor of a BSE calculation for
W and implies that excitonic effects could also be seen in satellites.

It is worth noting that similar approaches based on the DMFT have also been devel-
oped for the description of satellites [122].

In the following we will use this cumulant expansion approach to model the photoe-
mission spectra of Lithium Fluoride.

5.2 Lithium Fluoride: a prototypical material

In the present section we will give a brief overview of known theoretical results for
the prototypical large gap semi-conductor Lithium Fluoride.

5.2.1 Ground state properties

In the present sub-section we give details on the ground state properties of Lithium
Fluoride.
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(a) Ab-initio band structure in the LDA approximation
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(b) Projected Density of States in the LDA approximation

Figure 5.1 – Ground state properties of Lithium Fluoride
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5.2 Lithium Fluoride: a prototypical material

The band structure of LiF is shown in Fig. 5.1(a). We have one lower valence band,
which is essentially s-like (F 2s), and three upper valence bands which are p-like (F 2p)
(Fig. 5.1(b)). We also note that the projected density of states doesn’t vary much between
a 4x4x4 and a 8x8x8 k-point grid. Therefore it is safe to say that the 4x4x4 grid is
sufficient for integration over different q and k point in the first Brillouin zone. The
primitive cell (shown in Fig. 5.2) used in the following is FCC with a lattice constant of
4.0173 angstroms. We use a 40 Ha cutoff for the plane-wave basis of the DFT calculation.
The pseudo-potentials used for Li and F are standard Troullier-Martins Norm-conserving
[123]. For details on convergence refer to appendix D.1.

c

b

a

Figure 5.2 – Crystalline structure of Lithium Fluoride. Big green balls are lithium, and
small grey ones - fluorine.

5.2.2 Self-energy correction

In the previous sub-section we have shortly discussed the ground state band structure
obtained from Density Functional Theory. The direct photoemission gap obtained from
this Local Density calculation for LiF is 8.9 eV, which is an underestimation for the ex-
perimental photoemission gap of 14.2 eV [124]. To correct it we proceed as in [125] and
calculate a self-energy correction to the quasi-particle energies in the GW approximation
[59, 60], taking W in the Random Phase Approximation:
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ε
QP
n = ε

KS
n +Zn

〈
Φ

KS
∣∣∣Σ(εKS

n )− vxc

∣∣∣ΦKS
〉

Z−1 =

(
1−
〈

Φ
KS
∣∣∣ ∂Σ(w)

∂ω

∣∣∣∣
ω=εKS

n

∣∣∣ΦKS
〉)

Here Σ is the GW self-energy, ε
QP
n and εKS

n are the quasi-particle and Kohn-Sham en-
ergies respectively and ΦKS is the Kohn-Sham wave function.

Bandgap Bandwidth F(2p) F(2s) at Γ

LDA [126] 8.7 3.1 19.0
GW [126] 14.4 3.6 21.7
LDA [127] 8.3 3.1 21.2
GW [127] 14.3 3.5 24.8
LDA (this work) 8.9 3.1 19.4
All-electron LDA [128] 8.7 3.15 19.6
GscW (this work) 14.1 3.4 21.5
GscWsc (this work) 15.8 3.5 22.5
so (this work) 14.15 3.5 22.5
experiment 14.2 [129] 3.5 [130] 24.9 [10]

Table 5.1 – Results for energy parameters from literature and this work

We perform this calculation using the ABINIT code [78]. The cut-off used for the
screening calculation is of 30 Ha for the wave-function basis and of 12 Ha for the sus-
ceptibility matrix. The calculation is performed using the contour deformation technique,
60 frequencies on the real and 8 on the imaginary axis. The maximum real frequency
used is 3 Ha which is much larger than the plasmon frequency of ≈1Ha. The cutoff used
for the exchange part of the self-energy is of 44 Ha. The number of bands is 275. The
calculation we have performed was self-consistent on the quasi-particle energies in G i.e.
a GW0 type one. The resulting self-energy correction to the gap is of 5.2 eV, which is in
reasonable agreement with results from [126, 71, 127]. We have also performed a full
GW calculation with quasi-particle energy self-consistency also in W . This gives an over-
estimation of the band-gap by 1.6 eV. On the other hand the GW calculation gives a F 2s F
2p splitting of 22.5 eV, which is closer to the experimental value of 24.9 eV [10] than the
GW0 which gives 21.7 eV as in [126]. This shows that it is not possible to have a unique
recipe for GW calculation. One can imagine that in the valence and semi-core region the
characteristic distances are different and therefore different contributions to the screening
dominate. Since W is calculated in the RPA, errors cancel differently.
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5.3 Lithium Fluoride: spectral function

The self-energy corrections to the quasi-particle energies can be quite well mimicked by
a scissor operator and a stretching of the valence and conduction bands ε

QP
n = εKS

n ×
(Stretchingn−1)+Scissorn, n being the band-index. This is performed similarly to [81]
and in the following we will use it whenever possible. The various LDA and GW results
are regrouped in Table 5.1. It is important to note that our results are in agreement with the
all-electron ones for LiF, therefore one can consider that the effect of the pseudo-potentials
on the band structure is negligible. For older LDA and Hartree-Fock calculations and dis-
cussions one can look in [131, 132].

5.3 Lithium Fluoride: spectral function

In the previous section we have looked into ground state and single-particle excited
states properties for Lithium Fluoride. However, our final goal is to calculate Photo-
emission Spectra of this material. A key quantity, that is required for this is the spectral
function, related to the Green’s function A(ω) =− 1

π
ℑ [G(ω)]. In turn, the fully interact-

ing Green’s function, can be obtained once we know the self-energy Σ. Finally, in the GW
approximation the self-energy requires the knowledge of the screening function, to which
we dedicate the present section.

5.3.1 Screening model

There are different approaches to the calculation of the self-energy in the GW approx-
imation such as the Plasmon-pole models [133, 60] or the Contour-deformation technique
[125]. Moreover GW itself exists in different flavours depending on whether we do a self-
consistent calculation on G, W or both.

First of all even though the Plasmon-pole model gives a reasonable approximation for
the GW gap (14.0 eV) as compared to the one-shot GW using contour-deformation (13.4
eV) it is quite far away from the corresponding results for the spectral function. This
is predictable because it only contains one plasmon, which is insufficient to model the
screening to a degree of accuracy required for the spectral function.

The second point is that the result obtained in the G0W0 approximation is not satisfac-
tory as neither the gap, nor the F 2s F 2p splitting is well reproduced. Therefore one has
to go to he next level of approximation i.e. do a self-consistent calculation on both G and
W or at least one of them. It turns out that a self-consistent calculation on G gives results
that are reasonably close in shape to the fully quasi-particle self-consistent GW (Fig. 5.3),
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Chapter 5. Excitonic satellites

even though the F 2s F 2p splitting is not well reproduced. Therefore if one is interested
in the satellite structures and not the exact positions of the peaks on can limit oneself to
this approximation. A discussion of the effect of self-consistency on the quasi-particle
energies can be found in [134].
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Figure 5.3 – Lithium Fluoride: the spectral functions of the lower valence band in different
approximations to the self-energy. Self-consistency on G and W vs self-consistency on G
only.

5.3.2 Screening function from the BSE

In the present section we will present the results obtained for LiF using the newly
developed extension of the EXC code. First of all it is worth noting that in the case of
LiF ε−1 and hence W have a non-trivial dependency on ω . This can readily be seen when
we look at the EELS spectra of Si (Fig. 5.4(a)) and LiF (Fig. 5.4(b)). In Silicon we have
a spectrum that is dominated by a single plasmon, in LiF we have different structures
that will be identified with an exciton, a plasmon and inter-band transitions. This means
that a simple plasmon-pole model approach is not be sufficient to describe the dielectric
function of LiF. We will therefore use the contour-deformation technique, that allows one
to capture more details of the spectra. Moreover, we can expect the results in satellite
spectra are much richer and interesting.

In the case of Si, the spectral function in the contour-deformation method does not
change much if we vary the number of real frequencies (See Fig. 5.5). This confirms the
fact that if we have very broad structures in W, it is sufficient to use a coarse sampling or
even a plasmon-pole model. In the case of LiF, we have both broad structures (plasmon)
and sharp structures (exciton) and it turns out that the results for the Spectral function
requires a large number of frequencies on the real axis (about 600, with respect to 30 for
Silicon). Another important fact is that it requires a large number of empty states in the
Green’s function (about 200) to obtain good results, whereas to obtain a decent position of
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Figure 5.4 – Loss Functions of bulk Silicon and Lithium Fluoride in the RPA and BSE
approaches baes on the GW approximation to the self-energy

the exciton this is not needed [81]. All together, it should be observed that the calculations
presented here are huge, with memory occupation in the Gigabyte range and hundreds of
thousands of CPU hours to obtain a typical spectrum.
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Figure 5.5 – Spectral function for bulk Silicon, computed using Abinit and DP codes, and
form different numbers of frequencies in the contour deformation method.

Before we continue let us see whether the calculated spectra can be understood. For
this we first calculate an EELS spectrum using the EXC code (Fig. 5.6(a)). Then we
compare it with the GW spectral function (Fig. 5.6(b)). Here we have aligned the EELS
spectrum to the quasi-particle position. For sharp excitations there should be satellites
in the spectral function at every peak of EELS. We see that some of the structures in
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Chapter 5. Excitonic satellites

the Spectral function correspond to the structures in the EELS. This can be seen for the
plasmon-satellites that seem to be at the correct position. One however still needs to do
a more elaborate cumulant expansion [113] to be sure that we are looking at plasmon
satellites, and not a fake plasmarons [114], quasiparticle-like excitation introduced in the
GW approximation.
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Figure 5.6 – Lithium Flouride: loss and spectral functions

What is already clear at this stage is that the exciton is not very visible. This is due
to the fact that in the calculation of the spectral function we are summing over a whole
set of q-points, for which the exciton is at different positions (Fig. 5.7). This is consistent
with the results obtained previously in section 4.3 for the induced charge density.

5.4 Lithium Fluoride: satellites

In the previous section we have obtained the Lithium Fluoride self-energy, corre-
sponding to the GW approximation. Now, in this section we will apply the state of the
art cumulant approach [114], that we have extended to account for the excitonic effects to
the calculation of the Photo-emission Spectra.

First of all we point out that the spectral function (Eqn. 1.39) calculated using the GW
approximation for the self-energy can give results that are incorrect. For instance it can
be seen if we look at the real and imaginary parts of the self energy, for the lower valence
band of Lithium Fluoride (Fig. 5.8). The zero of ω −ReΣ−Ehartree give rise not only
to the quasi-particle peak (around 20 eV), but also to a second crossing of the real part,
which is not damped by the imaginary part. This yields an unphysical plasmaron at 50
eV. This is clearly visible in Fig. 5.9.
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Figure 5.7 – Loss function of Lithium Fluoride for two different transferred momenta q.
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Figure 5.8 – Lithium Fluoride: the real and imaginary parts of the self-energy (Sigma), in
combinations which can give rise to peaks in the spectral function.

This problem of GW can be cured using the cumulant expansion for the spectral func-
tion. The result of its application is compared to the GW one in Fig. 5.9. We see that

113



Chapter 5. Excitonic satellites

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

-60 -50 -40 -30 -20 -10

GW

Cumulant

Energy, eV

S
p
e
c
tr

a
, 

a
rb

. 
u
n
it
s

Figure 5.9 – Spectral functions of the lower valence band of Lithium Fluoride obtained
with screenings generated using Abinit and EXC codes. In one case in the GW approxi-
mation, in the other using the cumulant expansion.

the non-physical plasmaron has disappeared, and has been replaced by a smooth plasmon
satellite at the expected distance from the quasi-particle peak.

The key ingredient that is needed for the cumulant expansion of the spectral function
is a well sampled screened coulomb interaction W , and the self-energy Σ. One element of
this sampling is the number of real frequencies used to describe W (Fig. 5.6). The other
one is the number of poles used in the cumulant expansion. This last quantity is partic-
ularly important for the deep bands. To illustrate this, we look at the spectral function
of the Li1s band (Fig. 5.10). We see that, close to the quasi-particle peak we have some
not well converged structures (Fig. 5.10(a)). However, by comparing the RPA and BSE
spectral functions (Fig. 5.10(b)), we see that these structures are not due to some physical
effect, but are a result of slow convergence of the spectra close to the quasi-particle peak.
The remainder of the spectra doesn’t change when we increase the number of poles from
221 to 800.

In the previous sections, when considering different approximations for the self-energy,
we have noted that using a self-consistent G in the self-energy Σ was the most suited of
them, as it reproduces well the gap, and the shape of quasi-particle peaks. Similarly to
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Figure 5.10 – Spectral function of the Li1s band of Lithium Fluoride: comparison of the
results in the cumulant approach based on the RPA and static BSE approximations to W,
for different numbers of poles

the fact that the Green’s function enters the Kernel of its Dyson equation, the suscepti-
bility enters the Kernel (through the screening of the Coulomb interaction) of its Dyson
equation, the BSE (Eqn. 2.5). We can, therefore, iterate also the screening calculation
towards self-consistency. The results of the second iteration, where we reinsert the BSE
screening into the BSE equation, are given in Fig. 5.11. The spectral function acquires
an extra shift, of 0.25 eV. Such a shift has been seen in quartz in [135]. However, in the
present work the full screening was used, whereas in [135]only a renormalization of the
screening constant was applied. We further observe that a matrix dimension of 65 inverse
lattice vectors is sufficient for convergence, as we see no difference when we increase the
matrix dimension to 256.

To be able to compare the present calculations to experiments, one has to take into ac-
count the X-ray cross-sections which differ for s and p type electrons. The lower valence
is essentially s-type, corresponding to the F 2s electrons, the upper valence is itself F 2p
(Fig. 5.12(a)). For the experimental photon energy around 1500 eV the corresponding
cross-sections relate to each other as 28:6 Fig. 5.12(b). This is seen in the experiment
where the quasi-particle peak corresponding to the lower-valence(F 2s) band is more in-
tensive than the upper valence one.

Furthermore, experimental results also include a background. Instead of subtracting it
from the experiment, as it is performed in many cases, we add an ab-initio background to
our results, using an approach suggested in [136]. In this approach the background B(ω)

is obtained using a simple formula B(ω) =
∫ E f ermi

ω A(ω). The background then assumes a
step-like behavior, with most of the additional weight added at quasi-particle or satellite
peak positions (Fig. 5.13).
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Figure 5.11 – Spectral function of Lithium Fluoride: towards self consistency in W in the
BSE equation.
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Figure 5.12 – Lithium Fluoride. The projected density of states and the photo-absorption
cross sections for Lithium and Fluoride.

Having all this in mind we can proceed to the comparison of the full spectra and
identification of specific features in it with various types of excitations without the back-
ground ( Fig. 5.14) and with it (Fig. 5.15). The calculations performed are based on a
self-consistent G, that was used for the starting point of the self-consistent BSE. The re-
sulting W and self-consistent G were then used as ingredients for the cumulant expansion
of the spectral function. We can see that there is a rather good general agreement with
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Figure 5.13 – Lithium Fluoride: theoretical prediction of the experimental background
using the Shirley formula [136].

both of the experiments even though the results do not match completely. However, in
view of the discrepancy between different experimental results, it would be difficult to
discuss the remaining differences.

We can now proceed to the analysis. To do this we plot separately the contributions
that come from different valence bands. This allows one to separate the structures. For
the F2p band (Fig. 5.16), there is a first excitonic satellite around -13 eV. There is then
a plasmon satellite that comes in at -27 eV and interband transitions from -35 eV to -45
eV that also come from the first peak. For the second valence band (Fig. 5.17) we have
the same series. An exciton satellite which is around -30 eV, a plasmon (-45 eV) and
inter-band satellites starting from -53 eV.

The nature of the inter-band transitions can be identified using the loss-function cal-
culations. In Fig. 5.18 we have plotted the BSE and RPA spectra on top of each other.
We see see that the spectral weight between 30 and 38 eV is quite similar and it is quite
safe to expect that it comes from similar transitions. As in the RPA, the transitions are
completely independent, we identify them to be F 2p→ Li 2s and Li 2p by eliminating
selected transitions in Fig. 5.18 for illustration.

The W we have used does not include the Li 1s band, that is located at -50 eV, as
its contribution to the screening is not expected to be large. Nevertheless we still cal-
culate the self-energy Σ for this band and then, applying the cumulant expansion, get a
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Figure 5.14 – Lithium Fluoride: full ab-initio spectral function (sumall) compared to
experimental results from [137] and [138]

− 140 − 120 − 100 − 80 − 60 − 40 − 20 0 20
0

1

2

3

4

5

6

Energy,eV

S
p
e
c
tr

a
, 

a
rb

. 
u
n
it
s

Figure 5.15 – Lithium Fluoride: comparison or the full ab-initio spectra with background
(solid line) with experimental data (circle) from [137] and [138]

reasonable description of the satellites. We distinguish the main structures: the excitonic
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Figure 5.16 – Lithium Fluoride: assignment of peaks in the experimental spectra to cor-
responding satellites of the F2p quasi-particle peak
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Figure 5.17 – Lithium Fluoride: assignment of peaks in the experimental spectra to cor-
responding satellites of the F2s quasi-particle peak
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Figure 5.18 – Loss function of Lithium Fluoride: in the static BSE approximation, in the
RPA approximation, in the RPA with excited states 9 to 12 removed.

satellite around -64 eV and a plasmon at -76 eV, a second excitonic satellite at -80 eV, and
interbands starting from -85 eV (Fig. 5.19).

Finally, we compare the two spectra for the Li1s and F2p bands, as their corresponding
quasi-particle peaks are sharp (Fig. 5.20). It allows us to give on the one hand an extra
confirmation of the correct peak assignment and on the other hand it allows one to see
to which extent the superposition of spectral features can contribute to the masking of
some of the features. For instance, the second excitonic satellite that is visible in the Li1s
spectra is almost completely masked by the broad plasmon satellite for the F2p band that
is located at an energy that is close by. This assignment of peaks would not have been
possible within the RPA approximation (Fig. 5.21).

5.5 Discussion

In this chapter we have shown that in order to describe the Photo-Emission Spectra of
large gap semi-conductors it is important to go beyond the Random-Phase Approxima-
tion on the one hand, and apply the cumulant approach on the other. Using the screen-
ing εG,G′(q,ω) obtained from the Bethe-Salpeter equation, including its off-diagonal el-
ements G 6= G′, we have assigned the various peaks in the experimental spectra of LiF
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Figure 5.19 – Lithium Fluoride: assignment of peaks in the experimental spectra to cor-
responding satellites of the Li1s quasi-particle peak
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Figure 5.20 – Lithium Fluoride: comparison of the satellite structure of the Li1s and F2p
bands to the spectral function
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Figure 5.21 – Lithium Fluoride: comparison of the satellite structure of the Li1s obtained
using the cumulant expansion with an RPA and BSE W .

to their theoretical counterparts. This is the first time that an ab-itinio proof of existence
of spectral features arising from the coupling of excitons and quasiparticles was accom-
plished.

The way the calculations were performed and the "added value" of this thesis is re-
sumed in Fig. 5.22.
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Figure 5.22 – Scheme of calculation of the spectral function. Circles - methods and ap-
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tion of this thesis.
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Chapter 6

Conclusions

In the present work we have put forward several problems of existing approaches to
ab-initio spectroscopy, discussed the possibilities of overcoming them and advanced in
the solutions to some of them. The problems stated can be split into two groups: nu-
merical and physical. The first one contains problems related to slow convergence of
algorithms and their instability, the second one contains intrinsic problems of approaches,
that is effects that cannot be correctly accounted for. In the present work we have, on
the one hand extended the parallelization of the existing algorithms, and studied the pos-
sibilities of replacing the particularly time-consuming parts of them by simpler approxi-
mations. Moreover, we have extended the existing Bethe-Salpeter code to calculate not
only the diagonal elements, but also the off-diagonal G 6= G′ of the susceptibility χG,G′ ,
where G,G′ are reciprocal lattice vectors. On the other hand, we have studied the possi-
bilities of modifying the state of the art approximations and approaches to the ab-initio
calculation of spectra. More precisely we have looked into the various reformulations
of the Bethe-Salpeter equation using different starting points and approximations for the
functional derivative, that enters the exact functional differential equation for the two-
particle Green’s function. Moreover, we have also studied the possibility of combining
the Time-dependent Density functional Theory based of the Adiabatic Local Density Ap-
proximation and the Bethe-Salpeter equation to achieve deeper insight into analysis of
ab-initio spectra and possibly more efficient approximations to both of these approaches.

Using the advances described above we were able for the first time to calculate the off-
diagonal elements of the Dynamic Structure Factor (DSF), the susceptibility and screened
Coulomb interaction, which are all matrices in reciprocal space, for values of the momen-
tum transfer q in the whole Brillouin zone. These measurable quantities were compared to
experimental results, and used to reproduce and predict induced charges, photo-emission
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and electron energy loss spectra. Excitonic effects could be detected in the off-diagonal
elements and in the resulting localization of induced charges. Finally, in the present work
we have demonstrated, to my knowledge, for the first time in the ab-initio framework the
existence of excitonic satellites in wide gap semi-conductors such as Lithium Fluoride.
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Appendix A

A.1 Convergence: Silicon ground state

Before doing any TDDFT or BSE calculation one needs a starting point. This starting
point is the Kohn-Sham band structure which we get from the Abinit code. Therefore we
start from converging the LDA+GW result, so as to have an idea of the parameters we
might use for the Bethe-Salpeter calculations later on and have input files for a conver-
gence study in DP. The parameters considered are:

— ecutsigx(GW), the cutoff used for the calculation of the exchange part of the GW
self energy, dE=0.01 reached for 7.0 Ha

— ecuteps(GW, Screening), the cutoff used for the screening, that enters the GW
self-energy, dE=0.01 reached for 7.0 Ha

— nbands (LDA, GW, Screening), number of bands used in the LDA, GW and screen-
ing calculation, dE=0.01 reached for 192+4=196

— ecut(LDA, GW, Screening), cutoff in the number of plane waves used to describe
wave-functions, dE=0.01 reached for 16 Ha

— ngkpt(LDA, GW, Screening), number of k-points used, dE=0.01 reached for a 8 8
8 grid.

The other relevant parameters are: nbands=11 (For the SC-LDA), toldfe = 1.0d-10, toldwf
= 1.0d-16. The grid that is used is a Monkhorst-Pack [139] one which corresponds to 4
shifts.

All these parameters as will be seen in the following can be in fact lowered, as a small
precision is required for a broadened EELS spectra.

A.2 Convergence: BSE on Silicon

For the EXC part a Python code, which I have written, was used to make convergence
studies easier. The resulting parameters we get in the case q = 0 are summarized below.
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The thing worth noting is that the main computational overhead comes from the diago-
nalization of the excitonic hamiltonian. For a fixed number of occupied bands, its size
is proportional to the number of k-points times the number of unoccupied bands. Fur-
thermore its size is doubled if one includes the coupling. First, we perform convergence
studies neglecting setting the coupling to zero. As we see from Fig. A.1(d) and Fig. A.1(e)
the number of k-points and the number of unoccupied bands have to be chosen quite large
to converge completely for a non-broadened spectra. However if one applies broadening
a 4 4 4 grid becomes already converged which allows one to increase the number of bands
by a factor 864/256≈ 3

— ecuteps(Screening) reached for 6.0 Ha
— nbands (LDA,Screening) reached for 96+4=100
— ecut(LDA, Screening) reached for 16 Ha Fig. A.1(c)
— ngkpt(LDA, Screening) reached for 6 6 6 or 4 4 4 if a 1.1 eV broadening is applied

Fig. A.1(d)
— wfnsh (DP) 14 Fig. A.1(a)
— matsh (DP) 6 Fig. A.1(b)
— nbands(DP) more than 20. Fig. A.1(e)
— broad=dω (DP) 0.1

In the case q 6= 0 More exactly 1/2,1/2,1/2 or 0.53 a.u. in the [1,1,1] direction. We
find the following values are required for convergence:

— ecuteps(Screening) reached for 5.0 Ha Fig. A.2(e)
— nbands (LDA,Screening) reached for 64+4=68
— ecut(LDA, Screening) reached for 16 Ha Fig. A.2(d)
— ngkpt(LDA, Screening) reached for 4 4 4 in the screened case Fig. A.2(f)
— wfnsh (EXC) 11 Fig. A.2(a)
— matsh (EXC) 6 Fig. A.2(b)
— nbands(EXC) 20 Fig. A.2(c)
— broad=2 dω (DP) 0.1

One sees that the values required for convergence on the Abinit part are decreased
when we go away from q = 0. One can therefore safely use the screening and KSS
files generated for q = 0 and perform only a convergence study with respect to EXC
parameters. This can be done not for a full set of points, but for a 2 2 2 or 4 4 4 grid.
Therefore we generate one test set of SCR and KSS files, and one set for a fully-converged
calculation. (Table. A.1)

The resulting convergence studies are summarized in Fig. A.3,Fig. A.4, Fig. A.5. If
one were interested in the BSE with coupling one sees that in fact the convergence study
might not need to be performed as the converged parameters are roughly the same, see for
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Figure A.1 – Loss spectrum of Silicon: BSE without coupling convergence study for q= 0
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Figure A.2 – Loss spectrum of Silicon: BSE without coupling convergence study for
q = (1/2,1/2,1/2) or 0.53 a.u. in the [1,1,1] direction.
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Parameter Test run Final run
ecut 12 (26 shells) 16 (39 shells)
grid 2 2 2 4 4 4

nbands 68 100
ecuteps 4.0 (9 shells) 5.0 (10 shells)

Table A.1 – Abinit parameters

example Fig. A.6 and Fig. A.3. One could even suppose that RPA gives already a rough
estimate of the number of valance bands required for the convergence.
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Figure A.3 – Loss spectrum of Silicon: BSE without coupling convergence study for
q = (1,1,1).
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Figure A.4 – Loss spectrum of Silicon: BSE without coupling convergence study for
q = (1.5,1.5,1.5).
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Figure A.5 – Loss spectrum of Silicon: BSE without coupling convergence study for
q = (2.5,2.5,2.5).
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Figure A.6 – Loss spectrum of Silicon: BSE with coupling convergence study for q =
(1,1,1)
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B.1 Extending EXC with coupling to MPI

As shown on Fig. B.1 and Fig. B.2 on cannot neglect the effect of coupling when
computing the loss function of Silicon. Its importance is increased as we move to higher
values of transferred momenta q. Due to the large matrix sizes involved in the solution of
the Bethe-Salpeter equation with coupling (the hamiltonian matrix is 2 times bigger and
non-hermitian) one is brought to the fact that one needs to perform some of the steps in
parallel. For instance two crucial steps: the solution of the eigenvalue problem for the
hamiltonian and the inversion of the overlap matrix. The LAPACK sequential approach
to these problems is simply too time-consuming.
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Figure B.1 – Coupling effect q= 1/2 [1,1,1]
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Figure B.2 – Coupling effect q=3/4 [1,1,1]

Let us first consider the inversion of the overlap matrix S. As pointed out in [80]
often the off-diagonal coupling blocks are smaller than the resonant diagonal blocks.
In other words the Hamiltonian is not that non-hermitian. Therefore the overlap ma-
trix S is rather close to 1. In fact its diagonal is 1, and the norm of the remainder
||S−1||/||1||=

√
∑i, j |S−1|2i, j/

√
N for example for Si is of the order of 3×10−3. There-

fore the corrections that come from the off-diagonal part S−1 are also going to be rather
small. This can be clearly seen on Fig. B.3, where several direct and iterative methods are
compared to the simple S−1 = 1 and S−1 = 2−S. Keeping this in mind one clearly sees
that an iterative inversion method starting from an initial guess such as S−1 = 1 is more
favorable over direct solvers.

The method of choice for us here is the simple Conjugate-gradient solution of equa-
tions SS−1

i = ei, where ei = (δi, j) is the i-th basis vectors in the transition space. Setting
the tolerance to a reasonable value 10−4 one obtains convergence quite rapidly (Fig. B.4).
In fact the maximal number of steps in this case is smaller then 10, that goes well with
the smallness of the deviation from 1.

The next point to cover is the solution of the eigenvalue and eigenvector problem for H.
Here again we could think of starting the iterations from a point close to the exact result.
For example one could solve the problem without coupling and use its eigenvectors and
eigenvalues as a restart subspace. In general this poses a question that would be interesting
to answer not only from the point of view of our current problem, but it would also be
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Figure B.4 – Convergence with respect to maximal error on elements of the inverse matrix.

interesting to compare the eigenvectors of the TDLDA with eigenvectors of the Bethe-
Salpeter equation both of them with and without coupling. At first sight the eigenvectors
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of TDLDA might not have any meaning as they appear only in the Cassida formulation,
when one adds extra delta-functions to the Kernel (see discussion in chapter 3). However
this has not been verified in more detail and this could give another low-cost starting
point for the general eigenvector problem. For now we have implemented the Krylov-
Schur approach from the PETSc + SLEPc libraries. This already gives us a parallel MPI
implementation that we can use to get an increase in calculation speed. The comparison of
parallel and sequential run-times is give in table B.1. For the sequential run the time of the
eigenvalue problem solution and the inversion of the overlap matrix were not measured
separately.

seq 2proc 4proc 8proc 32proc
Create H 320 206 147 129 804

Read and Send H - 20 20 20 20
Solve H 6100 4800 3715 2750 1740
Create S -//- 360 200 115 35

Compute S−1 -//- 1500 850 450 100
End 4 4 4 4 4

Table B.1 – Calculation speed for lomo = 1, nbands=25, 32 k-points, q=1/2 (1,1,1)

If now one doubles the size of the k-point grid the run-time should increase approxi-
mately 8-fold for both of the time-consuming calculations have a complexity of n3. How-
ever if one were to increase the number of processors one would also get a linear decrease
in the required time at least until saturation, when the communication costs start to dom-
inate the computational ones. As our goal is to compute for a 4 4 4 MP grid, which
contains 256 k-points, which is 8 times 32, it will require up to 60 hours on a 256 - core
machine, or 15 on a 1024 core one. As one sees that the creation of hamiltonian times
does not scale well one can pregenerate the hamiltonian using dp compiled for OpenMP,
and then use them as input for MPI calculations.

4 proc 32 proc 2*32 proc
Read and Send H 84 90 227

Solve H 28600 12300 11800
Create S 1400 250 210

Compute S−1 5900 1100 900
Post-processing 20 20 20

Table B.2 – Calculation speed for lomo = 1, nbands=25, 64 k-points, q=1/2 (1,1,1)

The Krylov-Schurr can be viewed as an implicit-restart Arnoldi method [140]. Other
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alternatives exist in principle to find the eigenvalues and eigenvectors of the hamiltonian
in question. First of all there exists parallel implementations for dense matrices in ScaLA-
PACK, these in principle should be compared against. Then there are other variants of the
iterative algorithms for the eigenproblem solution. They include different variants of gen-
eralized Lanczos, such as Arnoldi and bi-orthogonalization Lanczos (e.g. Iurii Timrov’s
thesis [141]), and block iteration methods, such as the Davidson-type methods. It can
be shown that bi-orthogonalization Lanczos is actually equivalent to a simple Lanczos,
but with an modified scalar product [142]. In our case it turns out to be rather simple...
one easily sees that the eigenvectors considered are actually orthogonal with respect to
a diagonal metric: (1n;−1n). Unfortunately in the last case the convergence seems to
be unstable and as for the other Arnoldi-type algorithms they have been shown to per-
form worse than the SLEPc implementation [140]. One other alternative modification
of the scalar product is to follow [93] and then apply Lanczos, however this seems to
have the same draw-backs as the previous diagonal metric modification, as one has a high
chance of encountering convergence difficulties and actually one is not guaranteed to have
a positive-definite metric here either.

In conclusion, our choice is to use the Krylov-Schur approach from the PETSc +
SLEPc libraries to perform parallel diagonalization of the full Bethe-Salpeter hamiltonian.
We construct the hamiltonian using the shared-memory OpenMP version the EXC code,
and then solve it using our newly developed MPI-parallelization.
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C.1 Green’s function definitions

Let us derive a different equation for the connected part of the two-particles Green’s
function.

Single particle G

G(1,2) = (−i)〈N|T Ψ(x1, t1)Ψ†(x2, t2) |N〉=

= (−i)
{

Θ(t1− t2)〈N|Ψ(x1, t1)Ψ†(x2, t2) |N〉−Θ(t2− t1)〈N|Ψ†(x2, t2)Ψ(x1, t1) |N〉
}
=

= (−i)Θ(t1− t2)Ge(1,2)− (−i)Θ(t2− t1)Gh(1,2)

Particle density n

n(1) = |N〉Ψ†(1)Ψ(1)〈N|=−iG(1,1+)

Two particle G

G2(1,2;3,4) = (−i)2 〈N|T Ψ(x1, t1)Ψ(x2, t2)Ψ†(x4, t4)Ψ†(x3, t3) |N〉

2 particle correlation function L

L(1,2;3,4) = G(2,4)G(1,3)−G2(1,2;3,4)

or alternatively
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δG(1,2)
δU(3,4)

= L(1,4;2,3)

Susceptibility χ

χ(1,2) = (−i)L(1,2;1+,2+)

Dyson equation

G−1(1,2) = G−1
0 (1,2)+ iv(1,2′)G(2′,2′+)δ (1,2)−U(1,2)− iv(1,2′)L(1,2′;3′,2′+)G−1(3′,2)

vH(1,2) =−iv(1,2′)G(2′,2′+)

ΣXC(1,2) = iv(1,2′)L(1,2′,3′,2′+)G−1(3′,2)

Derivatives & BSE
Apply splitting Σ1 =U + vH and Σ2 = ΣXC

δG−1
H (1,2)

δU(3,4)
=−δ (1−3)δ (2−4)+ iv(1,2′)L(2′,4,2′,3)δ (1−2)

δGH(1,2)
δU(3,4)

= GH(1,3)GH(4,2)− iGH(1,1′)GH(1′,2)v(1′,2′)L(2′,4,2′,3) = LS
H(1,4;2,3)

C.2 SC equations in frequency space

We will adopt the convention that:

f̂ (ω) =
∫

∞

−∞

f (t)eiωtdt

f (t) =
1

2π

∫
∞

−∞

f̂ (ω)e−iωtdω

We then have for example:

GH(1,2) = GH(x1,x2|t1− t2) =
1

2π

∫
∞

−∞

ĜH(x1,x2|ω)e−iω(t1−t2)dω

ε
−1(1,2) = ε

−1(x1,x2|t1− t2) =
1

2π

∫
∞

−∞

ε̂
−1(x1,x2|ω)e−iω(t1−t2)dω
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The hats being redundant we will continue writing without them for the sake of sim-
plicity.

SFC equations approximation 1

W (x1,x2|ω) = v(x1,x2)+M(x1,x′,ω)v(x′,x2)

SW
0 (x1,x2|ω) =

−i
2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x1|ω1)GH(x′1,x2|ω)

SW (x1,x2|ω) = SW
0 (x1,x2|ω)

M(x1,x2|ω) =
−i
2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x2|ω)GH(x′1,x1|ω1)

SFC equations approximation 2
The first two equations do not change. As for the remainder one gets:

SW (x1,x2|ω) = SW
0 (x1,x2|ω)+SW

0 (x1,x′1|ω)SW (x′1,x2|ω)

M(x1,x2|ω) =
−i
2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x2|ω)GH(x′1,x1|ω1)+

+
i

2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x2|ω)GH(x′1,x

′
2|ω1)SW (x′2,x2|ω1)

And finally

SFC equations approximation 3

SW (x1,x2|ω) = SW
0 (x1,x2|ω)+SW

0 (x1,x′1|ω)SW (x′1,x2|ω)+

+
i

2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)SW (x′1,x

′
2|ω1 +ω)W (x′2,x1|ω1)GH(x′2,x2|ω)

M(x1,x2|ω) =
−i
2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x2|ω)GH(x′1,x1|ω1)+

+
i

2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)W (x′1,x2|ω)GH(x′1,x

′
2|ω1)SW (x′2,x2|ω1)+

+
i

2π

∫
∞

−∞

dω1

2π
GH(x1,x′1|ω1 +ω)SW (x′1,x

′
2|ω1 +ω)W (x′2,x2|ω)GH(x′2,x1|ω1)

C.3 BSE using L−1 in frequency space

We start by writing everything in frequency space.
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LS
H(1,3,2,3

+) =
1

(2π)2

∫
∞

−∞

dω1dω2LS
H(x1,x2,x3|ω1,ω2)e−iω2(t1−t3)e−iω1(t1−t2) =

=
1

(2π)2

∫
∞

−∞

dω1dω2GH(x1,x′|ω1 +ω2)ε
−1(x′,x3|ω2)GH(x′,x2|ω1)e−iω2(t1−t3)e−iω1(t1−t2)

The two possible couplings of indices 1→ 3 and 1→ 2, that enter the actual equation,
result in the disappearance of the corresponding exponential term in the equation.

In equilibrium, L has the same frequency structure i.e. only two frequencies.

L(1,3,2,3+) =
1

(2π)2

∫
∞

−∞

dω1dω2L(x1,x2,x3|ω1,ω2)e−iω2(t1−t3)e−iω1(t1−t2)

After some mathematical manipulations we obtain the first equation derived in the
previous sub-section in frequency space:

L(x1,x2,x3|ω1,ω2) = LS
H(x1,x2,x3|ω1,ω2)+

+
∫

∞

−∞

LS
H(x1,x′1,x3|ω1,ω2)iv(x′1,x

′
2)L(x

′
1,x2,x′2|ω1,ω3)

dω3

2π
+

−2δ (ω2)
∫

∞

−∞

GH(x1,x′1|ω1)iv(x′1,x
′
2)L(x

′
1,x
′
3,x
′
2|ω1 +ω4,ω3)

G−1
H (x′3,x

′
4|ω1 +ω4)L(x′4,x2,x′2|ω1,ω4)

dω3

2π

dω4

2π

The integration in the non-trivial term cannot be rewritten in a Dyson-like manner i.e.
A(x,x′)B(x′,x′′)C(x′′,x′′′). Therefore we cannot find a simple solution.
However, we can compare this equation to the ones obtained applying approximations
directly to the derivative δL

δU and the standard BSE.

In a similar manner we obtain the linearized version of a new Bethe-Salpeter equation
in frequency space.

L(x1,x2,x3|ω1,ω2) = LS
H(x1,x2,x3|ω1,ω2)+

+
∫

∞

−∞

LS
H(x1,x′1,x3|ω1,ω2)iv(x′1,x

′
2)L(x

′
1,x2,x′2|ω1,ω3)

dω3

2π
−
∫

∞

−∞

dω3

2π

dω4

2π
δ (ω2)×

× [ GH(x1,x′1|ω1)iv(x′1,x
′
2)GH(x′1,x

′
3|ω1 +ω3 +ω4)ε

−1(x′3,x
′
2|ω3)L(x′3,x2,x′2|ω1,ω4)−

−GH(x1,x′1|ω1)iv(x′1,x
′
2)L(x

′
1,x
′
3,x
′
2|ω1 +ω4,ω3)ε

−1(x′3,x
′
2|ω4)GH(x′3,x2|ω1) ]
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The first non-trivial term can be integrated in ω3. This will give the density matrix
ρ(x′1,x

′
3). This equation can then be written as L = ÔL+ LS

H . To solve it we can first
find the self-energy term via integration over ω2 and then substitute it to get the response
function χ . It is essentially solved in the same way as the trivial part.

As for the second term it contains L integrated over two frequencies which not so clear
to solve for, because it doesn’t have a Dyson-like character.

Nevertheless, let us solve our equation in the simplest form, neglecting the terms
multiplied by the delta-function:

L(x1,x2,x3|ω1,ω2) = LS
H(x1,x2,x3|ω1,ω2)+

+
∫

∞

−∞

LS
H(x1,x′1,x3|ω1,ω2)iv(x′1,x

′
2)L(x

′
1,x2,x′2|ω1,ω3)

dω3

2π

Having in mind −ivχ = ΣG we multiply our equation by iv(x1,x3) and integrate in
over x3 and ω2. This gives us, upon introducing

SW (x1,x2|ω1) =
∫

∞

−∞

iv(x1,x3)L(x1,x2,x3|ω1,ω2)
dω2

2π
dx3

SW
0 (x1,x2|ω1) =

∫
∞

−∞

iv(x1,x3)LS
H(x1,x2,x3|ω1,ω2)

dω2

2π
dx3

the following equations:

SW (x1,x2|ω1) = SW
0 (x1,x2|ω1)+SW

0 (x1,x′1|ω1)SW (x′1,x2|ω1)

L(x1,x2,x3|ω1,ω2) = LS
H(x1,x2,x3|ω1,ω2)+LS

H(x1,x′1,x3|ω1,ω2)SW (x′1,x2|ω1)

This is just the resumation of insertions of self-energy insertions GHW . To get from
the second equation χ we should multiply it by −i and integrate over ω1. We will then
get:

χ(x1,x3|ω) =
∫

∞

−∞

dω1

2π
LS

H(x1,x1,x3|ω1,ω)+
∫

∞

−∞

dω1

2π
LS

H(x1,x′1,x3|ω1,ω)SW (x′1,x2|ω1)

Using the Dyson equation G = GH +GHSW we get SW = G−1
H G− 1. And this gives

us:
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χ(x1,x3|ω) =
∫

∞

−∞

GH(x1,x′|ω1 +ω)ε−1(x′,x3|ω)G(x′,x1|ω1)
dω1

2π

Integration over ω1 can be performed explicitly, giving poles at ω = εe
k − εh

k with
one of the energies being the Hartree energy, and the other one the self-energy corrected
energy. Remembering that ε−1 = 1+ vχ we can see from an iterative point of view that
these will be the only poles we will have.

One can actually solve this equation, obtaining:

χ =
GGH

1− vGGH

This is basically an RPA-type approximation for χ0 = GGH .
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D.1 LiF. Convergence

Abinit

Before doing any studies on the satellites we need to know what are the parameters
required to obtain converged results. Among these are the cut-offs ecutwfn, ecuteps and
ecutsigx which account for the number of plane-waves that are used to describe the wave-
functions, the susceptibility matrix χ and the self-energy corrections. Some of them can
be different for the different parts of the calculation i.e. the number of plane waves in the
ground-state and the susceptibility calculations.

In the following we have used a 40 Hartree cut-off for the plane-wave basis set in
the ground-state calculation. We then performed the convergence with respect to the
value of the G0W0 correction to the gap varying the size of the plane-wave basis in the
susceptibility and self-energy calculations.

ecutwfn(Ha) G0W0(eV) gap correction
25 4.302
30 4.312
35 4.315
40 4.316

The next step was to converge the results with respect to the size of the susceptibility
matrix which is governed by ecuteps.

ecuteps(Ha) G0W0(eV) gap correction
12 4.474
14 4.480
16 4.481
18 4.480
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And finally the size of the basis set used to calculate the exchange part of the self-
energy (ecutsigx).

ecutsigx(Ha) G0W0(eV) gap correction
40 4.478
44 4.480
48 4.482
52 4.482

In both the plasmon-pole approximation calculation of the self-energy and the contour-
deformation approach, one must also converge the results with respect to the number
of empty states. Using the density obtained from the ground-state calculation wave-
functions for 400 excited states were produced. A convergence study was then performed
to get the number of bands required to obtain a G0W0 gap.

nbands G0W0(eV)
225 4.475
250 4.480
275 4.484
300 4.487

If we need the band-gap with 0.1 eV precision one sees that the values ecutwfn=30.0
Ha, ecuteps=12.0 Ha, ecutseigx=44Ha together with 275 bands (valence and conduction)
are sufficient.

It is worth noting that for spectral function calculations one can reduce the number of
bands in the calculation of the susceptibility, while keeping the number of bands in the
self-energy fixed (see Fig. D.1).

If we limit ourselves to a plasmon-pole calculation we can stop at this stage and check
whether the results depend strongly on the number of k-points chosen to describe the
Brillouin zone. However, if we want to use the contour-deformation approach we must
also converge with respect of the number of real and imaginary frequencies used in the
susceptibility and the maximal real frequency used.

nfreqim G0W0(eV) gap correction
6 4.486
7 4.495
8 4.501
9 4.506

In fact it turns out that even a small number of real frequencies (nfreqre=20) and a
conservative freqremax=1 Ha is enough to obtain a converged result for the G0W0 correc-
tion.
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Figure D.1 – Spectral function of LiF for the lowest valence band

Cross-checking

Now that we have on one hand the LDA wave functions and band-structure, and on the
other an RPA screening one could proceed to the calculation of the screening accounting
for the excitonic effects. However, before making any further studies we compare results
obtained with the previously existing codes. This is possible in the RPA approximation
for the screening, which is the one implemented in ABINIT. These results are compared
to the implementation in the DP-code and the new one, I have implemented, in EXC. As
shown in figure Fig. D.2 the spectral functions in the GW approximation to the self-energy
match perfectly.
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(a) RPA using Abinit and DP
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Figure D.2 – Spectral functions obtained with screenings generated using Abinit, DP and
EXC codes. Lower valence band.
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