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Introduction

Electronic dynamics in atoms and molecules occurs on time scales of tens to ten thousands of
attoseconds, corresponding to energies between 1 keV and 1 eV (1 as = 10−18 s).
The tools and techniques for observing and controlling this electronic motion are now becom-
ing available and pave the way to the answer to scientific and technological challenges, such as
detailed studies about information transport in biomolecules, or electronic currents in nanocir-
cuits [1]. One of these experimental techniques is shown in [2], where electronic dynamics in
space and time is deduced starting from frequency domain measurements in a inelastic X-ray
scattering experiment (IXS). IXS is a energy-loss technique, like Electron Energy Loss Spec-
troscopy (EELS): this kind of experiments can be simulated through Theoretical Spectoscopy,
which consists in the calculation of electronic excitations and represents a very powerful tool to
understand properties of materials.

This work presents an ab-initio (i.e. parameter-free) approach to the problem of electronic
dynamics, extending the technique adopted in [2] by exploiting the potentialities offered by The-
oretical Spectroscopy. The final aim of the project is to give theoretical support and benchmark
to future experimental works: this is actually the guiding philosophy of the European Theoret-
ical Spectroscopy Facility [3], to which our laboratory is affiliated.
Electronic excitations, caused for example by light or irradiation by electrons, are in fact the
key phenomenon in solid state studies, ranging from bulk systems to atoms, from surface to
nanoscale systems. The progress in the technology of experimental spectroscopical techniques
has stimulated in the last decades the development of more precise theoretical descriptions; in
particular, the joint use of theory and computer simulation has allowed to achieve improvements
in the study and prediction of optical properties of both finite and infinite systems.

The ambition of an ab-initio condensed matter study - to be able to reproduce and predict
physical phenomena, without the need of any experimental parameter - is as much fascinating
as expensive. The cost resides not only in the computational time required to carry out big
calculations, but also in the quantity of theoretical concepts which necessarily form the basis of
any application.
The work starts in Chapter 1 with a brief overview over the dielectric properties of solids as
viewed by the classical theory of electromagnetism. Chapter 2 is then devoted to the development
of the important link between the macroscopic view of Chapter 1 and the microscopic quantum-
mechanical view presented in Chapter 3, with a particular emphasis on the relevance of local field
effects, which reflect the microscopic dishomogeneity of crystals. Chapter 3 deals with the many
body approach to the problem of electronic correlation: this represents the main obstacle in the
calculation of excitations. The way that has been followed is that of density-based methods:
density functional theory (DFT) and time dependent density functional theory (TDDFT) are
briefly introduced.
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Chapter 4 treats the implementation of these theories in codes, and presents some results on
graphite, the material that has been chosen for the work. Graphite is a prototype for layered
and anisotropic systems, and has already been object of many theoretical studies [4, 5].
Chapter 5 briefly presents the theory of collective excitations, plasmons, which are observed
through EELS spectroscopy and then appear also in our simulations.
In Chapter 6 it is shown how the theoretical treatment of the problem allows the access to
quantities which are not easily measured by experiments, but are important for the spatial
resolution of the dynamics. With the implemented method, it is possible to investigate the
importance of these elements, in order to guide experiments similar to that carried out in the
reference article [2] to improve the resolution of results. The nature of charge oscillations and
their time dependence are also studied, with a particular attention to the connection with
plasmon excitations; this to find out which electrons contribute to the excitations.



1
Dielectric properties of solids

The results of this work are obtained with the techniques of Theoretical Spectroscopy [3], which
merges the results of ordinary electromagnetic theory with the quantum mechanical microscop-
ical point of view. This chapter gives a brief introduction to the classical optical properties of
solids we will have to deal with.

1.1 Introduction

A solid represents an incredibly complicated system from the physical point of view.
The main way to discover the properties of matter is studying its response to an external
perturbation, namely an external electromagnetic field, or a particle: this is what spectroscopy
studies.
The most important quantity related to spectroscopical measurements is the dielectric function
ε, which contains information about internal structure and properties of the material.

Originally, the dielectric function ε was a number (the dielectric constant) giving the extent
to which the medium lowers the Coulomb interaction of charges (first definition of screening),
or increases the capacitance of a capacitor.
Today ε is a frequency-dependent tensor which contains complicated information about the
system, such as the inertia in the polarization of the medium, but also its non-locality nature.
That is that the polarization at a given point is governed by the amplitude of the field at
preceding moments in time, not only at given point, but also in its neighborhood, and all this is
included in ε. This latter fact, related to the so-called local-field effects, will have an important
role in this work.

1.2 Maxwell’s Equations

1.2.1 Electromagnetic fields in a medium

Maxwell’s equations are the fundamental equations of electromagnetic theory. They relate the
space and time derivatives of the electric and magnetic fields to each other and to their sources,
the charge and current densities ρ and j. We adopt cgs-Gauss units1 and express Maxwell’s

1In cgs-Gaussian units, the constant kc in the Coulomb expression of electrostatic force in vacuum F = kc
q1q2
r2

is equal to 1. In SI notation, kc = 1

4πε0
.

So to obtain Maxwell’equations in SI units starting from the cgs-Gauss version, one has to replace 4π = 1

ε0
and

4π

c2
= µ0 (this latter coming from the relation ε0µ0 = 1

c2
)
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12 Dielectric properties of solids

equations as follows [6–8]:

∇ · D(r, t) = 4πρext(r, t) (1.1)

∇ · B(r, t) = 0 (1.2)

∇× E(r, t) = −1

c

∂

∂t
B(r, t) (1.3)

∇× H(r, t) =
1

c

∂

∂t
D(r, t) +

4π

c
jfree(r, t) (1.4)

where E(r, t) denotes the electric field, H(r, t) the magnetic field, D(r, t) the electric displace-
ment and B(r, t) magnetic induction.

In Eq.(1.1), ρext is the charge density of an external source, as opposed to ρind, the displace-
ment of charge within the medium.

ρtot = ρind + ρext

In Eq.(1.4), jfree is the current density of electrons free to move around the solid, consisting of
two parts: jcond, due to the motion of the conduction electrons in presence of an electric field,
and jext, the current of an external source.
The total current density jtotal includes also jbound, arising from the motion of the electrons
bound to nuclei.

jtot = jfree + jbound = (jext + jcond) + jbound = jext + jind

The electric displacement D and the magnetic induction B are connected to the electric field E
and magnetic field H, respectively, by the constitutive equations:

D(r, t) = E(r, t) + 4πP(r, t)

H(r, t) = B(r, t) − 4πM(r, t)

where P(r, t) and M(r, t) are the polarization and magnetization of the medium.

The dielectric constant

Let us begin in this introductory chapter with the simplest possible case of response, which does
not depend neither on position nor on direction: this is the case of an homogeneous and isotropic
medium. Let the response be also local and time-independent, and the linear approximation be
valid (see Appendix A).
If all these conditions are fulfilled, the connection between E(r, t),H(r, t) and D(r, t),B(r, t) is
given by the simple relations

D(r, t) = εME(r, t) (1.5)

B(r, t) = µH(r, t)

where εM and µ are called the dielectric and the permeability constants (which are actually
functions if our simplifying hypothesis are dropped)2.

2The subscript M for the dielectric constant stands for macroscopic. The importance of this specification will
be clarified throughout the work.
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Also P(r, t) and M(r, t) and the conduction part of the current jcond(r, t) can be expressed
within these approximations as

P(r, t) = χeE(r′, t′)

M(r, t) = χmH(r′, t′)

jcond(r, t) = σE(r′, t′)

where χe is the electric susceptibility, χm the magnetic susceptibility and σ the optical conduc-
tivity.

By combining the previous equations, we get the relation between the response functions
χe, χm and εM , µ:

εM = 1 + 4πχe (1.6)

µ = 1 + 4πχm (1.7)

For non-magnetic materials the magnetization can be omitted, so that H(r, t) = B(r, t). This
corresponds to setting µ = 1 and χm = 0, as we will do in this work.

1.2.2 Light-medium interaction:
complex refraction index and absorption coefficient

When considering the interaction of light with a medium, we can set ρext = 0 and jext = 0 in
Maxwell’s Equations (1.1), because external sources can be considered far away.
Using the relations in Eqs.(1.5) and supposing as before isotropic, homogeneous and non-
magnetic media we can write:

∇ · D = 0

∇ · H = 0

∇× E = −1

c

∂H

∂t
(1.8)

∇× H =
εM

c

∂E

∂t
+

4πσ

c
E (1.9)

From the vector identity
∇×∇× E = ∇(∇ · E) −∇2E

and Eqs. (1.8) and (1.9) we obtain the wave equation for a plane wave propagating in an
energy-absorbing medium:

∇2E =
εM

c2
∂2E

∂t2
+

4πσ

c2
∂E

∂t
(1.10)

As there is no net charge density, ∇·E = 0 and solutions are necessarily restricted to transverse
plane waves.
The general solution to Eq.(1.10) is

E = E0e
i(q·r−ωt) (1.11)

Note that we may assume a sinusoidal (plane wave) variation of E only in a region large compared
with the lattice constant.
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Substituting Eq. (1.11) in (1.10) we find

q̂2 =
ω2

c2

(
ε+ i

4πσ

ω

)
(1.12)

Usually a complex refractive index n̂ is defined such that

q̂ =
ω

c
n̂ =

ω

c
(n+ ik) (1.13)

where n is the refraction index, responsible for the dispersive optical phenomena, and k is the
extinction coefficient, related to the phenomena of light absorption. This is evident if we use
Eq.(1.13) to rewrite Eq.(1.11) as a damped wave:

E = E0 exp
[
−ω
c
k · r

]
exp

[
i
(ω
c
n · r − ωt

)]
(1.14)

The first exponential factor in Eq.(1.14) describes the attenuation of wave amplitude with dis-
tance. The absorption coefficient, which describes the fractional decrease in intensity with
distance, is defined as

α = −1

I

dI

dr
(1.15)

where I is the intensity. Since the intensity is proportional to the square of the wave amplitude,
we find from Eqs (1.14) and (1.15) that

α =
2ωk

c
(1.16)

The second exponential factor in Eq.(1.14) describes a wave travelling with phase velocity c
n
,

hence the earlier identification of n as the refractive index.
Using Eqs. (1.12) and (1.13) we can obtain expressions for εM and σ in terms of n and k. Thus,

εM = n2 − k2 (1.17)

4πσ

ω
=

2nk

µ

We now define a complex dielectric function ε̂M as

ε̂M = εM1 + iεM2 = n̂2

where εM1 is the old ε of Eq.(1.17), the ε that appears in the usual versions of Maxwell’s
Equations when the properties of the medium are included. Thus,

εM1 = n2 − k2 (1.18)

εM2 = 2nk =
ncα

ω
=

4πσ

ω
(1.19)

Eqs. (1.18) and (1.19) show that εM1 and εM2 are not independent quantities. In fact εM1 and
εM2, as well as n and k, are related in a quite fundamental way by means of the Kramers Kronig
dispersion relations (see Appendix A).
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1.2.3 External Fields and Induced Responses

Maxwell’s equations in the form of Eqs.(1.1)-(1.4) are written in the common notation of
electromagnetic theory, but we can also look at them from the point of view of the study of
optical properties of solids.
A light wave incident on a sample can be described by its electric field. This electric field acts
as a probe and induces another electric field in the material. The total field given by the sum
of the induced and external fields is the electric field E appearing in Maxwell’s equations, but
the field that can be controlled is the external field, which actually acts as a perturbation on
the system. Then we can write:

Etot = Eext + Eind

where Etot is the E that appears in Eq. (1.3) and Eext is the displacement in Eq. (1.1).

E = Etot D = Eext (1.20)

The presence of an induced field in a material results in an induced charge density ρind if the
divergence of this induced field is nonzero.

1.2.4 Fourier Analysis of Maxwell’s Equations

We assume that all the fields and sources can be decomposed into a complete set of plane
waves varying as ei(q·r−ωt) for all q and ω. As the properties of solids are mostly studied in the
reciprocal space, we are interested the form taken by Maxwell’s Equations in the momentum-
frequency domain.
We use the general convention (see Appendix B for the case of crystals)

f(r) =
1

(2π)3

∫
dq eiq·rf̂(q) f̂(q) =

∫
dr e−iq·rf(r) (1.21)

f(t) =

∫
dω e−iωtf̂(ω) f̂(ω) =

1

2π

∫
dt eiωtf(t) (1.22)

Thus, for example3

E(r, t) =
1

(2π)3

∫
dq

∫
dωE(q, ω)ei(q·r−ωt)

E(q, ω) =
1

2π

∫
dr

∫
dtE(r, t)e−i(q·r−ωt)

Taking the Fourier Transform of Maxwell’s equations as given by Eqs. (1.1)-(1.4) and con-
sidering the observation (1.20) we obtain:

iq · Eext(q, ω) = 4πρext(q, ω)

q × Etot(q, ω) =
ω

c
H(q, ω)

q · H(q, ω) = 0

iq × H(q, ω) = − iω
c

Etot(q, ω) +
4π

c
jfree(q, ω)

3From now on, the hat on the transformed function will be implicitly assumed when the variables are q and
ω: f(q, ω) ≡ bf(q, ω)
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The reciprocal space version of Maxwell’s equations is very useful in many cases. For example,
consider the case of a single plane wave

E = E0e
−i(ωt−q·r) (1.23)

Taking the curl and the divergence of Eq. (1.23) we get

∇× E = iq × E

∇ · E = iq · E

If we now write the electric field in terms of its transverse and longitudinal parts we obtain

∇× (ET + EL) = iq × (ET + EL)

∇ · (ET + EL) = iq · (ET + EL)

The wave vector q is parallel to the direction of propagation, as is EL, but ET is perpendicular
to the direction of propagation. Thus,

∇× EL = 0

∇ · ET = 0

and then

∇× E = ∇× ET

∇ · E = ∇ · EL

This holds for any vector field, and it is not strictly necessary to use a plane wave.
So if we work in reciprocal space, the electric field is easily decoupled in its transverse and
longitudinal components, with EL irrotational and ET divergenceless.

1.3 Optical absorption and EELS Spectroscopies

Two spectroscopic techniques are particularly important in the theory we will be considering:
optical absorption and Electron Energy Loss Spectroscopy. We will see that the calculations of
the two spectra are closely related, even if they imply two different kind of perturbations, one
transverse (absorption) and one longitudinal (EELS).

1.3.1 Absorption

From the classical point of view, the absorption of electromagnetic radiation by a sample is
simply described by Beer-Lambert law, which relates the intensity of the radiation ad a depth
r with the initial intensity I0.

I(r) = I0e
−α(ω)r

α(ω) is the absorption coefficient defined in §1.2.2. As we have seen, it is related to the
imaginary part of the dielectric function by

α(ω) =
ωεM2

nc
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Figure 1.1: Schematical representation of an absorption experiment

Then we see that the absorption spectrum is related to the imaginary part of the dielectric
function:

Abs ∝ Im{εM}

If we switch to the quantum-mechanical point of view, one finds [9] using Fermi’s Golden
Rule that the absorption coefficient α is given by

α(ω) =
4π2

νωc

∑

i,f

|ê · 〈f |eiq·r|i〉|2δ(Ef − Ei − ω)

where ê is the polarization vector and q is the wave-vector of the radiation.
In a single particle picture, and if the system is a solid, the many-body level i can be substituted
by a double index containing band and wave vector (v,k). Moreover, since the wavelenght of
light is very small (∼ 5 · 10−2 nm−1) the transmitted momentum can usually be neglected4.
Therefore we consider only vertical transitions, i.e. from an occupied state (v,k) to an empty
state (c,k) and we work in reciprocal space. From the relation (1.16) we can obtain the part of
the dielectric function related to absorption:

ε2(ω) = 2
4π2

Ω
lim
q→0

1

q2

∑

v,c,k

|〈c,k + q|eiq·r|v,k〉|2δ(ǫc,k+q − ǫv,k − ω) (1.24)

Notice that the subscript M in this case is missing: ε has been obtained in this case with a
microscopic approach, and its relation with the macroscopic εM we have been dealing with so
far is a subtle problem, and will be the subject of the next chapter.

1.3.2 Electron Energy Loss

In Electron Energy Loss Spectroscopy, the probe is a high-energy electron that experiences a
scattering interaction with the sample. In such experiments, one observes the energy spectrum
of kilovolt electrons either as they emerge from a thin solid film, or after they are reflected from
a solid surface. What is measured is the energy transfer to the electrons in the solid.

To find an expression for the EELS spectra, we first start with some very general concepts.
Given a generic external charge density ρext(r, t), we can obtain the external potential Vext by
using the Poisson equation[9]

∇2Vext(r, t) = −4πρext(r, t) (1.25)

4This also means that we do not need to consider the difference between longitudinal and trasverse part of ε
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Figure 1.2: Schematical representation of an EELS experiment

In Fourier space, the external charge becomes ρind(q, ω) and Eq.(1.25) is rewritten as

q2Vext(q, ω) = 4πρext(q, ω) (1.26)

The external perturbation Vext can in turn induce a charge density ρind, which is related to the
external potential by the response function χ.
As we will see in more detail in the next chapters, in the linear response formalism we can write

ρind(q, ω) =

∫
dq′ χ(q,q′, ω)Vext(q

′, ω) (1.27)

Using once again Poisson equation:

q2Vind(q, ω) = 4πρind(q, ω) (1.28)

The effective potential acting on the sistem is given by the sum of Vext and Vind. Using Eqs.(1.26)
and (1.27) we obtain:

q2Vtot(q, ω) = 4π [ρind(q, ω) + ρext(q, ω)] =

= 4π

[∫
dq′ χ(q,q′, ω)Vext(q

′, ω) +
q2

4π
Vext(q, ω)

]

and

Vtot(q, ω) =

[
1 +

4π

q2
χ(q, ω)

]
Vext(q, ω) = ε−1

M (q, ω)Vext(q, ω)

where we have used

Vext(q, ω) = εM (q, ω)Vtot(q, ω) (1.29)

The relation between the external charge and the total potential acting on the system is the
given by

Vtot(q, ω) =
4π

k2
ε−1(q, ω)ρext(q, ω)

Now we can specify the external perturbation ρext in the attempt of modelling EELS spec-
troscopy. The charge density of a particle (an electron e−) moving with velocity v can be
expressed as

ρext(r, t) = eδ(r − vt)
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which becomes in Fourier space

ρext(q, ω) =
e

(2π)4

∫∫
drdt e−i(q·r−ωt)δ(r − vt)

=
e

(2π)4

∫∫
drdt e−i(q·vt−ωt) =

e

(2π)4
δ(ω − q · v)

Now we make the important assumption that the probe, the fast electron, could be treated
classically. This justifies the use of the previous classical derivation for the induced potential
and allows to simply derive the total electric field as

Etot(r, t) = −∇Vtot(r, t)

Etot(q, ω) = −iqVtot(q, ω)

= − ie

2π2q2
ε−1
M (q, ω)δ(ω − q · v)q (1.30)

We want to find an expression for the energy lost by the electron in unit time

dW

dt
=

∫
dr jext · Etot

Eq. (1.30) in real space is

Etot(r, t) =

∫∫
dqdω ei(q·r−ωt)E(q, ω)

Merging the last two expressions one can obtain [9] the electron energy loss rate per unit time,
with ω = v · q:

dW

dt
= − e2

π2

∫
dq

1

q2
Im

{
ω

εM (q, ω)

}

The function −Im{ε−1
M } is called the loss function, and it is what basically determines the EELS

spectrum:

EELS ∝ Im{ε−1
M }





2
Microscopic-Macroscopic Connection

In the previous chapter we have introduced quantities such as the refraction index n or the
absorption coefficient α (§1.2.2) that can be experimentally measured. In Chapter 3 we will see
the kind of quantities we are able to calculate with many-body theory, such as the microscopic
polarizability χ and the microscopic dielectric function ε.
A key problem in our theoretical framework is the connection between these two points of view:
this chapter presents the important problem of averages required by the connection between the
macroscopic and microscopic view [10–13].

2.1 The dielectric function

So far we have been considering the very simple case of the local, linear and time independent
response of an homogeneous and isotropic medium; all these hypothesis lead to a scalar dielectric
constant εM .
Things are obviously more complex than this, and in this work results will be obtained retaining
just the linear response approximation, while dropping the others. This fact is reflected in the
form of εM in a way that can be summed up as follows:

• If the medium is isotropic, non-homogeneous and the response is local εM becomes a scalar
function depending on position εM (r);

• If we consider a non-local response for an homogeneous and isotropic medium we get a
scalar dielectric function depending on distance εM (r − r′) and expressions like Eq.(1.5)
take the form

D(r, t) =

∫
dr′εM (r − r′)E(r′, t);

• If the medium is isotropic, non-homogeneous and the response is non-local, the spatial
dependence of the dielectric function takes the general form εM (r, r′);

• If we finally consider also time dependence, which is important because it corresponds to
the frequency dependence in Fourier space, we have εM (r, r′, t− t′) and

D(r, t) =

∫
dt′
∫

r′ εM (r, r′, t− t′)E(r′, t′)

where the form of time dependence comes from the fact that time is homogeneous;

• If the medium is anisotropic, εM becomes a tensor ε
M

to include the dependence on
direction.

21
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2.1.1 Longitudinal and transverse parts: Dielectric Constant Tensor

We are now interested in spending a few lines for this last point, which is actually related to
the existence of longitudinal and trasverse field components that have been introduced in §1.2.4.
For this purpose, it is more convenient to consider the Fourier space version of εM , given by
εM (q,q′, ω).

In an isotropic medium, there is no coupling between the longitudinal and transverse com-
ponents, so that a purely longitudinal electric field induces a longitudinal current and a purely
transverse electric field induces a transverse current [7, 11].
For example, in the case of a free-electron gas a longitudinal (transverse) current cannot be
induced by a transverse (longitudinal) electric field.

In an anisotropic medium, which is the general case of a solid, the polarization and induced
currents generally lie in a direction different from that of the electric field; it is then possible, for
example, to generale a longitudinal current with a purely transverse electric field. This situation
can be handled by representing the dielectric function as a tensor, defined by [11]

jind(q, ω) =
iω

4π

[
1 − ε

M
(q, ω)

]
Etot(q, ω)

where now ε
M

is a complex tensor with a general form

ε
M

(q, ω) =



εLL
M (q, ω) εLT

M (q, ω)

εTL
M (q, ω) εTT

M (q, ω)


 .

The off-diagonal elements εLT
M (q, ω) and εTL

M (q, ω) describe, respectively, the longitudinal (trans-
verse) current induced by a transverse (longitudinal) electric field.

2.1.2 Dielectric function in crystals

When considering a solid, another degree of complexity is added to the form of the dielectric
function.
In the most general case, the dielectric function is a frequency dependent matrix ε(r, r′, ω),
called microscopic dielectric function. Notice that in this case we have dropped the subscript
M because we are explicitly speaking of microscopic quantities.
Properties of solids are often treated in Fourier space; the symmetry properties of the system
can be used (see Appendix B) to show that ε takes the form

εGG′(qr, ω) =




εG0G0
(qr, ω) εG0G1

(qr, ω) · · · εG0GN
(qr, ω)

εG1G0
(qr, ω) εG1G1

(qr, ω) · · · εG1GN
(qr, ω)

...
εGNG0

(qr, ω) εGNG1
(qr, ω) · · · εGNGN

(qr, ω)




where G and G′ are reciprocal lattice vectors and qr is a vector in the first Brillouin zone of
the crystal.

2.2 Macroscopic average and local-field effects

We have seen that the key quantity for both absorption and EELS spectrum is the dielectric
function ε. A dielectric function appears in §1.2.1, in Maxwell’s equations: in this case it is a
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macroscopic quantity, as it represents the relation between macroscopic quantities.
On the other hand, the ε appearing in Eq.(1.24) is determined by the elementary excitations of
the medium (interband and intraband transitions, as well as collective excitations): these are
microscopic properties, related to the band structure and to the quantum mechanical nature of
our system. The two ε’s are not the same!
So we can guess that the key to a macroscopic-microscopic connection is a link between the mi-
croscopic dielectric function we can compute from theory and the macroscopic dielectric function
we get from experiments: this means that we are looking for a way to do an average.

2.2.1 Definition of macroscopic

First of all, let us define what we mean by macroscopic quantities. At long wavelenghts,
external fields are slowly varying over the unit cells of the crystal, having volume Ω:

λ =
2π

q
≫ (Ωcell)

1

3

Figure 2.1: Long wavelength perturbation compared with a unit cell

On the microscopic scale, instead, total and induced fields are rapidly varying: they include
the contribution from electrons in all regions of the cell. The contribution of electrons close to
or far from the nuclei will be very different, and we expect large and irregular fluctuations over
the atomic scale.
So, in order to obtain macroscopic quantities from the microscopic ones we have to average over
distances large compared to the cell diameter, but small compared to the wavelenght of the
external perturbation.
The procedure to do that is to average over a unit cell whose origin is at r, and take r as the
continous coordinate appearing in Maxwell’s equations.
The physical meaning of this averaging procedure lies in the distinction between the local field
producing charge polarization and the macroscopic field. The fact that these two fields are not
the same gives rise to the so called local field effects (LFE) [13].
In fact, the electrons in the solid respond not just to Eext = D, but to the total field Etot = E
which includes the induced field due to the other electrons as well. Etot will be rapidly varying
over the unit cell, and its macroscopic average therefore will be different from the field which
polarizes the charge in the crystal.
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2.2.2 Procedure

Functions having the crystal symmetries V (r + R) = V (R), where R is any vector of the
Bravais lattice, can be represented by the Fourier series

V (r, ω) =
∑

q,G

V (q + G, ω)ei(q+G)·r =
∑

q

V (r;q, ω)eiq·r

where we have defined the periodic function

V (r;q, ω) =
∑

G

V (q + G, ω)eiG·r

This function contains all the G-harmonics of the field, and varies strongly even if the original
wave has a long wavelength and is nearly constant within each cell.
If we suppose a long wavelength perturbation (q → 0) the average can be done only on the
latter quantity:

V (R, ω) = eiq·r〈V (r;q, ω)〉R =

= eiq·r
1

Ω

∫
dr
∑

G

V (q + G, ω)eiG·r =

= eiq·rV (q + 0, ω)

So we see that the macroscopic average corresponds to the G = 0 component. This is a trunca-
tion that eliminates all wave vectors outside the first Brillouin zone, that is to say, microscopic
fields.
Macroscopic quantities all have their G components equal to zero, except the G = 0 component.
The average has been done in the limit of long wavelength (i.e. q → 0). If the external applied
field is not macroscopic and has a very short wavelength, the averaging procedure for the re-
sponse function of the material has no meaning. In this case, one has to consider an average
procedure based on the statistical and quantum mechanical point of view.

2.2.3 The longitudinal case

In the longitudinal case, all the fields can be expressed in terms of potentials (E = ∇V ) and
the longitudinal dielectric function is defined as

Vext(q + G, ω) =
∑

G′

εLL
GG′(q, ω)Vtot(q + G′, ω)

As Vext is a macroscopic quantity,

Vext(q + G, ω) = Vext(q, ω)δG0

This is not the case for Vtot(q + G, ω), then:

Vext(q, ω) =
∑

G′

εLL
0G′(q, ω)Vtot(q + G′, ω) 6= εLL

00 (q, ω)Vtot(q, ω)

If we consider the inverse, we have the relation

Vtot(q + G, ω) =
∑

G′

εLL−1

GG′ (q, ω)Vext(q + G′, ω)



2.3 Summary: from micro to macro 25

where εLL−1

is the inverse dielectric function:

∑

G′′

εLL
GG′′(q, ω)εLL−1

G′′G′(q, ω) = δGG′

As Vext is macroscopic, we have

Vtot(q + G, ω) = εLL−1

G0 (q, ω)Vext(q, ω)

and then

Vtot(q + 0, ω) = εLL−1

00 (q, ω)Vext(q, ω)

Let us compare this with the macroscopic relation (see also Eq.(1.29))

Vext(q, ω) = εM (q, ω)Vtot(q, ω)

where εM is the one that appears in Maxwell’s Equations, and is a longitudinal quantity.
Thus we get the important relation, valid in the longitudinal long wavelength case:

εM (ω) = lim
q→0

1

εLL−1

00 (q, ω)
(2.1)

At first sight Eq.(2.1) might appear redundant, but it is not: this is due to the tensorial nature
of the microscopic dielectric function ε(q, ω).
Eq.(2.1) implies that the calculation of the macroscopic εM (q, ω) starting from the microscopic
ε(q, ω) requires the inversion of the full dielectric matrix εGG′(q, ω), and only at the end of the
inversion the G = G′ = 0 component is taken. In this way, all the microscopic quantities of
the induced field will couple together to produce the macroscopic response. This is one of the
mathematical expressions of local field effects. ε00 is not the true dielectric function, but the
dielectric function neglecting crystal local fields, i.e. the off-diagonal terms corresponding to the
rapidly oscillating contributions to the microscopic total potential. Taking the mere diagonal of
ε means in that in real space the dielectric function depends only on the distance between r and
r′: ε(|r − r′|).

The relation (2.1) tells us how we have to average microscopic quantities in order to be
compared with experimental results: it is now clear that the dielectric function has a microscopic
expression (related to quantum mechanics) and a macroscopic expression (related to Maxwell’s
equations).

2.3 Summary: from micro to macro

We know from §2.1.1 that in the general case the dielectric constant is more complicated than
what considered so far and has a tensorial nature.
Anyway, it can be shown [10] that the expression for the longitudinal dielectric function εM (2.1)
defines entirely the optical response (also the transverse part) in the long wavelength limit
(q → 0)1.
For non-vanishing momentum, Eq.(2.1) defines only the longitudinal response.

1For non-cubic crystals it is necessary to pay attention to the choice of the axis system.
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As in this work we will be working with EELS, we will be concerned only with the longitudinal
response, and our average is definitely given by Eq.(2.1)[11, 12]:

εM (ω) = lim
q→0

1

[ε−1(q, ω)]G=G′=0

(2.2)

Following §1.3, the imaginary parts of εM and ε−1
M determine the measured absorption and

Electron Energy Loss spectra:

Abs ∝ Im{εM} EELS ∝ −Im

{
1

εM

}
(2.3)

As we will see later in more detail, in the equation for the absorption (1.24) an average
different from (2.2) was implicitly taken:

ε′M (ω) = lim
q→0

ε(q, ω)G=G′=0 (2.4)

and this corresponds to neglecting local field effects: matrix elements are no longer mixing
because no inversion is performed.
Another physical reason why this is not correct is that, as seen in §1.2.3, the total electric field
Etot = E is related to the external applied field Eext = D via E = ε−1D, and the correct and
physically meaningful average is to be taken on ε−1.



3
The Many-Body Problem and

Density Functional Theory

In the first two chapters we have seen that what we basically want to do is to calculate the
microscopic dielectric function ε, from which we will be able to obtain the macroscopic εM and
to predict absorption and EELS spectra.
We will do this with ab initio calculations: no experimental data will be needed to obtain our
results.
The basic tool we will be using is Density Functional Theory (DFT), whose aim is to treat in-
homogeneous interacting many-body systems, taking the electronic density as the basic variable
[14–16].
DFT is a powerful and very successful method to calculate ground state total energies. Ac-
tually,the two fundamental articles about DFT [14, 16] are the most cited papers ever in the
history of APS Journals1. We need to calculate total energies because all physical properties are
related to total energies or to difference between total energies. For instance, the equilibrium
lattice constant of a crystal may be determined by minimization of total energy, and total-energy
techniques also have proven successful in predicting with accuracy bulk moduli, phonons, piezo-
electric constants, and phase-transition pressures and temperatures [17].

This chapter aims at briefly presenting the evolution of the ab-initio approach, starting from
Hartree-Fock theory before landing to DFT. In order to calculate the dielectric properties we
are interested in, a time-dependent version of the DFT is needed [18, 19], which will be also
presented at the end of this chapter.

3.1 The Many-Particle Problem

The fundamental problem of condensed matter physics is the determination of the eigenstates
of the Hamiltonian2:

H({r,p}; {R,P}) =
N∑

i=1

p2
i

2
+

M∑

I=1

P2
I

2MI
+
∑

i<j

1

|ri − rj |
−

N,M∑

i,I

ZI

|ri − RI |
+
∑

I<J

ZIZJ

|RI − RJ |

This describes the evolution of any system composed of electrons (coordinates ri, momenta pi

and mass m) and nuclei (RI , Pi,MI and atomic number ZI).

1June 2009: more than 7400 citations for [14] and more than 9000 for [16]!
2In this work atomic units will be used, so that me = e = ~ = a0 = 1 and everything is simpler.
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The problem is enourmously complex because of the large number of objects and interactions
involved: fortunately it is possibile to introduce some approximations based on the differences
of energy scales between the processes involved.
The first and most common approximation allows to separate the motion of nuclei from the one
of electrons and it is called Born-Oppenheimer (or adiabatic) approximation, which is based
on the idea that nuclei can be assumed at fixed positions as they are much heavier than the
electrons [20, 21].

3.1.1 The N-electron Problem

The Born Oppenheimer approximation leaves us with the problem of solving the Schrödinger
equation for a system of interacting electrons in the external field generated by the ions frozen
in their positions {RI}. The solution to this N-electron Hamiltonian represents still a difficult
task that requires other approximations.

Let us consider an inhomogeneous electronic system, where in principle we want to solve the
many-electron Schrödinger equation


 −

N∑

i

∇2
i

2
+

1

2

N∑

i6=j

1

|ri − rj |
+

N∑

i

Vext(ri)


ψ = Eψ (3.1)

The indices run over the N electrons, the first term giving their kinetic energy, the second term
the electron-electron Coulomb interaction, and the third term the interaction with an external
potential W =

∑N
i Vext(ri) (e.g. due to the nuclei, in the Born-Oppenheimer approximation).

The ground state energy E0 and wavefunction ψ0 can be found from the variational principle,
by minimizing 〈ψ|H|ψ〉 with the normalization requirement on ψ; the complicated part is that
ψ is a function of 3N spatial variables.

3.1.2 Hartree-Fock Method and Mean-Field Theory

Before we get on to DFT, we look at the Hartree-Fock method, which is the “best” single-
particle description of the electronic wavefunction: a single particle description because each
electron occupies a one-electron wavefunction, and the best in the sense that it minimizes the
energy of the system.
Hartree-Fock belongs to an important class of approximations that reduce the problem to the
study of a Hamiltonian of non interacting particles like

H0 =
∑

i

Hi

The many-electron wavefunction in Hartree-Fock is written as a so-called Slater determinant of
occupied one-electron wavefunctions ψi:

Ψ(x1,x2, · · · ,xN ) =
1√
N !

∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) · · · ψN (x1)
ψ1(x2) ψ2(x2) · · · ψN (x2)

...
ψ1(xN ) ψ2(xN ) · · · ψN (xN )

∣∣∣∣∣∣∣∣∣
.

Here the electron coordinate xi includes the spin coordinate ξ as well as the spatial coordinate
ri. The total wavefunction is antisymmetric with respect to interchanging electronic coordinates,
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as required by Fermi-Dirac statistics, and it vanishes if two electrons are occupying the same
state.
To find the “best” single-particle wavefunctions, we vary the ψi’s to minimize the energy, i.e. to
minimize the expectation value of the Hamiltonian3:

〈Ψ|H|Ψ〉 =
∑

i

∫
dxψ∗

i (x)

[
−∇2

2
+ Vext(r)

]
ψi(x)+ (3.2)

+
1

2

∑

i,j

∫
dx

∫
dx′ψ∗

i (x)ψ∗
j (x

′)
1

|r − r′|ψi(x)ψj(x
′)+

− 1

2

∑

i,j

∫
dx

∫
dx′ψ∗

i (x)ψ∗
j (x

′)
1

|r − r′|ψi(x
′)ψj(x)

subject to the normalization constraints on the one-electron wavefunctions.
This can be done using Lagrangian multipliers, minimizing without constraints the functional

E[Ψ] = 〈Ψ|H|Ψ〉 −
∑

i

ǫi〈ψi|ψi〉 (3.3)

Substituting the espression (3.2) we found for 〈Ψ|H|Ψ〉 in Eq. (3.3) and varying the wave-
functions gives that each wavefunction ψi must satisfy:

[
−∇2

2
+ Vext(r)

]
ψi(x)+

∑

j

∫
dx′ψj(x

′)ψ∗
j (x

′)
1

|r − r′|ψi(x)+ (3.4)

−
∑

j

∫
dx′ψi(x

′)ψ∗
j (x

′))
1

|r − r′|ψj(x) = ǫiψi(x)

This is an effective one-electron Schrödinger equation containing, in addition to the external
potential v, a mean field form of potential. This consists of two parts, first the Hartree potential
due to the smeared-out charge density of the outer electrons:

VH(r) =
∑

j

∫
dx′ψj(x

′)ψ∗
j (x

′)
1

|r − r′|

and also the exchange potential, which comes from the antisymmetric structure of the wave-
function Ψ and which operates non-locally on ψi:

∫
dx′Vx(x,x′)ψi(x

′) = −
∑

j

∫
dx′ψi(x

′)ψ∗
j (x

′)
1

|r − r′|ψj(x)

Taking the expectation value of the Hamiltonian the ground state energy is given by

E = 〈Ψ|H|Ψ〉 =

=
∑

i

ǫi −
1

2

∑

i,j

∫
dx

∫
dx′ψ∗

i (x)ψ∗
j (x

′)
1

|r − r′|ψi(x)ψj(x
′)+

− 1

2

∑

i,j

∫
dx

∫
dx′ψ∗

i (x)ψ∗
j (x

′)
1

|r − r′|ψj(x)ψi(x
′) (3.5)

3The braket implies an integration on all the xN . The number of variables remaining in each term depends
on the number of spatial variables in the operator; all the other go away because of the normalization condition.
The minus sign comes from the second part of the determinant.
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This is a sum of one-electron energies ǫi, corrected by subtracting off the Hartree and exchange
energies which are otherwise counted twice: the energy ǫi includes the Hartree and exchange
interactions of the electron in orbital i with all other electrons, in particular the electron in
orbital j; but ǫj also includes the Hartree and exchange interactions with i, hence the need to
correct for double counting.
Characteristic of this mean-field approach is the fact that the field - the Hartree and exchange
potentials - depends on the wavefunctions themselves, so Eq.(3.4) must be solved (numerically)
self-consistently: starting from a guess for the Hartree and exchange potentials, the eigenfunc-
tions and eigenvalues of (3.4) are found. The N states of low one-electron energies are occupied
and the potentials calculated: the process is repeated until the input potentials are similar to
the output ones within a certain tolerance, giving us the self-consistent potential (a potential
whose wavefunctions generate back the same potential). From the variational principle, this
self-consistent procedue generates the ground state of the system in Hartree-Fock, with expres-
sion (3.5) minimized.

This method gives quite good total energies and equilibrium geometries; in atoms and
molecules, Hartree-Fock works well because the electrons tend to be kept apart by the shell
structure, and corrections to Hartree Fock (correlation effects) are not as important as in solids.
While Hartree-Fock single particle solutions represent approximate solutions, the DFT allows
us to reduce the initial problem to an exact non-interacting particles problem, with an evident
conceptual advantage.

3.1.3 Excited states in HF

Expression (3.5) is the energy of the ground state with the Hartree-Fock trial wavefunction.
In fact, the eingevalues ǫi have a direct physical interpretation as the change in energy of the
system when an electron is removed from orbital i: this is the so-called Koopman’s Theorem.
It can be shown [15] that in Hartree Fock theory the ionization4 energy of the removal of an
electron from the orbital l, assuming that the other orbitals do not relax, is given by:

I = EN−1 − E = −ǫl

Thus the energy of an occupied orbital in Hartree Fock represents the energy needed to remove
an electron from that state, assuming no relaxation of the other electrons.
Koopman’s theorem thus gives us a direct, physical meaning for the eigenvalues - and one which
is accessible experimentally.

The main problem with HF theory is that dynamic correlations between electrons are not
included: the fundamental problem of many electron physics is to solve the correlation problem
and find an accurate ground state energies and excitations. Methods to deal with this include
configuration interaction in quantum chemistry and Green function methods in electron gas
theory. The approach we shall now consider is density functional theory for the inhomogeneous
electron gas.

4The ionization energy of an atom is the work required to remove (to infinity) the topmost electron when the
atom is isolated in free space and is in its ground electronic state.
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3.2 Density Functional Theory

3.2.1 Hohenberg and Kohn Theorems

DFT is based upon two main theorems proposed by Hohenberg and Kohn [14, 15]. The main
idea of this theory is to treat electronic density as the main variable, which decreases the degrees
of freedom to be considered with respect to the use of wavefunctions.

HK Theorem I There is a one-to-one relationship between the external potential W in the
many-electron Hamiltonian (3.1) and the ground state electron density ρ0(r), assuming a non
degenerate ground state.

It is obvious that given a potential, the ground state electron density is completely deter-
mined. To show the one-to-one relationship we proceed with a reductio ad absurdum.
Assume that there are two external potentials, W and W ′, corrisponding to the Hamiltonians
H and H ′, with different ground states Ψ0 ans Ψ′

0, but the same ground state electron density
ρ0(r). Following the variational principle we can write

〈Ψ0|H|Ψ0〉 < 〈Ψ′
0|H|Ψ′

0〉 = 〈Ψ′
0|H ′ +W −W ′|Ψ′

0〉

E < E′ +

∫
dr(W −W ′)ρ0(r)

But we can similarly reason that

E′ < E −
∫

dr(W −W ′)ρ0(r)

Adding the last two expressions we get an evidently absurd result:

E + E′ < E + E′

Hence ρ0(r) cannot be the ground state density of two different Hamiltonians, and we conclude
that ρ0(r) corresponds uniquely to v(r). Since ρ0(r) determines the potential, it also determines
the ground state wavefunction Ψ0 and the all the other electronic properties of the system.

We now consider all possible electron densities leading to different external potentials. As
the ground state wavefunction Ψ0 is a functional of ρ0(r), the expectation value of the kinetic
plus Coulomb energies is also a functional of electron density:

F [ρ0(r)] = 〈Ψ0|T + U |Ψ0〉 (3.6)

Consider now the N interacting electrons moving in a fixed external potential Vext.

HK Theorem II The total energy functional defined by

Ev[ρ
′
0(r)] = F [ρ′0(r)] +W [ρ′0(r)] (3.7)

= F [ρ′0(r)] +

∫
drVext(r)ρ

′
0(r)

is minimum for ρ′0(r) = ρ0(r), the actual electron density.
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This follows from the fact that ρ′0 corresponds to some external potential W ′ different from
W , with a ground state wavefunction Ψ′

0. But from the variational principle:

EVext [ρ
′
0(r)] = 〈Ψ′

0|T + U +W |Ψ′
0〉 (3.8)

> 〈Ψ0|T + U +W ′|Ψ0〉 (3.9)

Hence:
EVext [ρ

′
0(r)] > EVext [ρ0(r)] (3.10)

Then treating the ground state energy EVext as a functional of the electron density, this takes a
minimum value at the actual ground state density: this represents a huge semplification because
the density is a function only of the 3 components of r compared with 3N in the wavefunction.
If F [ρ(r)] were a known and sufficiently simple functional of the density, the problem of deter-
mining the ground-state energy in a given external potential would be rather easy: the major
part of the complexities of the many-electron problems are associated with the determination
of the universal functional F [ρ(r)].

3.2.2 Kohn and Sham Equations

The minimization of a functional of the density appears as a convenient approach from the
computational point of view. The practical usefulness of DFT was definitely made clear by the
work of Kohn and Sham [16] who reformulated the theory in order to use a self-consistent field
scheme similar to Hartree-Fock methods, and proposed a very simple approximation, namely
the local density approximation, which already yielded good results.

The idea of Kohn and Sham was considering an auxiliary system of non-interacting electrons,
whose density would be the same of the associated interacting-electron system.
The Hamiltonian of this auxiliary system will be

H ′ = T ′ +W ′

where T ′ is the kinetic energy of a non-interacting electron gas with the same density ρ0(r) as
the interacting system and W ′ is the so called KS potential.
The fact that the two densities are the same means that

ρ(r) = ρ′(r) =
occ∑

i

|φi(r)|2 (3.11)

with φi single particle orbitals of the non-interacting system. Associated to this auxiliary system
are the N exact single-particle equations

[
−∇2

i

2
+ Vtot(r)

]
φi(r) = ǫiφi(r) (3.12)

which are called Kohn and Sham equations.
To find an expression for Vtot, let us consider the HK functional of the real system, which is, by
Eq.(3.7),

E[ρ(r)] = F [ρ(r)] +

∫
drVext(r)ρ(r) (3.13)

while that of the auxiliary system is

E′[ρ(r)] = T ′[ρ(r)] +

∫
drVtot(r)ρ(r) (3.14)
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with

T ′[ρ(r)] =
occ∑

i

〈ψi| −
∇2

i

2
|ψi〉 (3.15)

Consider now the quantity

T ′[ρ(r)] +
1

2

∫
dr

∫
dr′v(r, r′)ρ(r)ρ(r′) (3.16)

where ∫
dr′v(r, r′)ρ(r′) =

∫
dr′

1

|r − r′|ρ(r
′) = VH (3.17)

is the Hartree potential.
Adding and subtracting eq.(3.16) to eq.(3.13), the HK functional becomes

E[ρ(r)] = T ′[ρ(r)] +

∫
drVext(r)ρ(r) +

1

2

∫
dr

∫
dr′v(r, r′)ρ(r)ρ(r′) + Exc[ρ(r)] (3.18)

with

Exc[ρ(r)] = T [ρ(r)] + U [ρ(r)] − 1

2

∫
dr

∫
dr′v(r, r′)ρ(r)ρ(r′) − T ′[ρ(r)] (3.19)

which represents the exchange-correlation energy.
If we impose the stationarity condition δE[ρ(r)] = 0:

δT ′[ρ(r)] +

∫
drδρ(r)

[
Vext(r) +

∫
dr′v(r, r′)ρ(r)ρ(r′) +

δExc[ρ(r)]

δρ(r)

]
= 0

and use, from Eq.(3.14)

δT ′[ρ(r)] = −
∫

drVtot(r)

we find

Vtot(r) = Vext(r) +

∫
dr′v(r, r′)ρ(r′) + Vxc([ρ(r), r]) (3.20)

where
δEexc[ρ]

δρ(r)
= Vxc (3.21)

is the exchange correlation potential. The central equation of this procedure is Eq.(3.18), which
is composed of four terms:

• the kinetic energy of the auxiliary non-interacting system T ′

• the energy associated to the external potential Vext

• the Hartree energy (the classic electrostatic energy of the electron distribution)

• the rest that we do not know, which we define as the exchange-correlation energy Exc[ρ(r)].
The accuracy of DFT calculations depends on the choice of the approximation for this
unknown term, which takes into account all the effects that go beyond Hartree theory.

The problem one has to face at this point is to find the functional dependence of Exc on ρ.
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3.2.3 Local Density Approximation (LDA)

The first and simplest approximation for the exchange-correlation energy is the Local-Density
Approximation (LDA) proposed by Kohn and Sham in [16]. This approximation assumes that
the functional dependence of of Exc on ρ can be approximated by a local relation:

ELDA
xc [ρ(r)] ≃

∫
drρ(r)ε(ρ(r)) (3.22)

where ε(ρ(r)) is the exchange-correlation energy per electron in a homogeneous electron gas of
density ρ.
The ε(ρ(r)) is known exactly in the high-density limit and can be accurately computed for any
density using Quantum Monte Carlo simulations [22–24]. It is by construction exact for the
homogeneous electron gas and can be expected to be a good approximation for systems where
density has small spatial variations or where the electron-electron interaction is well screened.
LDA proved successful in systems which are well beyond the nearly-free electron gas and accu-
rate results can be obtained for ground state energies of inhomogeneous systems like atoms or
molecules.

Why does LDA work?

The reason why the local density approximation for Exc and Vxc works so well even in systems
in which the electron gas is rather inhomogeneous is that the exchange-correlation energy comes
from the electrostatic interaction of an electron with the dynamic exchange-correlation hole in
the electron distribution. In an inhomogeneous system, this hole is very far from the spherically
symmetric hole in the homogeneous electron gas (as assumed in the LDA), but as the spherical
average of the hole is taken in calculating the electrostatic interaction, this does not matter very
much.

3.2.4 Excited States in DFT

The one-particle energies ǫi appearing in Eq.(3.12) are actually Lagrange multipliers with the
constraint of the normalization condition and have a very ambigous physical meaning. The
intepretation of KS eigenvalues appears to be much more complicated in DFT than that of
eigenvalues in the traditional schemes of quantum chemistry. For example in Hartree-Fock
theory, the Koopmans’ Theorem gives a clear meaning to the eigenvalues of the HF single
equations (see §3.1.3):

ǫHF
i = E(f1, . . . , fi, . . . , fn) − E(f1, . . . , fi − 1, . . . , fn)

where ǫHF
i is a HF eigenvalue and E(f1, . . . , fi, . . . , fn) the total energy of a system of N =

f1 + . . .+ fn electrons.
In DFT this correspondence between KS eigenvalues and excitation energies is not valid. It has
been shown that the eigenvalue of the highest occupied state, in an exact DFT scheme, gives a
correct work function for a metal, or the ionization energy for a finite system [25, 26]. The only
thing we can write for all the other KS eigenvalues is Janak Theorem [27]:

ǫi(f1, . . . , fn) =
∂E

∂fi
(3.23)
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Eq.(3.23) means that

E(f1, . . . , fi, . . . , fn) − E(f1, . . . , fi − 1, . . . , fn) =

∫ 1

0
df · ǫi(f1, . . . , fi + f − 1, . . . , fn)

rather different from the result of Koopman’s Theorem.
In spite of the lack of a formal justification, the ǫi’s are often treated as excitation energies,
particularly in solid state applications where DFT band structures are often calculated and
compared with experimental measurements (using photoemission or inverse photoemission).
Agreement is frequently excellent, though a known problem is the fact that the energy gap
between occupied and onuccupied states in DFT band structures is too small by typically 50%
[28], while HF theory largely overestimates band gap energy[9].

Band gap problem

The error in the band gap seems surprising. It is not an intrinsic feature of DFT nor of the
LDA, but rather of the KS-formalism.

As already said, the highest occupied DFT-KS eigenvalue ǫ
(N)
N obtained with the exact exchange-

correlation potential in an N -electron system equals the true ionization energy of the system
[26]. The band gap is given by the difference in ionization potential and electron affinity5 for
the N -electron system with the valence band completely full:

Egap = Eion
N − E

aff
N

But the electron affinity for the N -electron system is the same as the ionization energy for the
N + 1-electron system with an extra electron in the conduction band, so:

Egap = Eion
N − Eion

N+1

From DFT, these ionization energies are given by the highest occupied eigenvalue for the N
and N + 1-electron systems respectively:

Egap = ǫ
(N+1)
i − ǫNi

As the eigenvalues come from Schrödinger equations in which the only difference is in VH and
Vxc due to an extra electron (among a vast number), we would expect this to be equal to
the energy gap EDFT

gap from the single-electron DFT band-structure calculation. This is wrong:
there is in fact a discontinuity ∆ in Vxc in going from the system in which the valence band is
completely full and the conduction band is completely empty, to one with an extra electron in
the conduction band:

V (N+1)
xc (r) − V N

xc (r) = ∆

This discontinuity shifts the whole bad-structure of the N + 1-electron system relative to the
N -electron system, so:

Egap = EDFT
gap + ∆

This non-analytic behaviour of Vxc as a function of the number of electron should sound as a
cautionary note about treating Exc as a relatively simple functional of the electron density.
In general DFT band-structures have to be corrected via the self-energy to give the actual
one-electron excitation energies [28].

5The electron affinity of an atom is the energy required to detach an electron from a singly charged negative
ion, i.e., the energy change for the process X−

→ X + e−.
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Figure 3.1: Band structures for the N - and N + 1-electron systems in a semiconductor, showing the
effect of the discontinuity ∆ in Vexc

3.2.5 Success and Failures of DFT

DFT, even in the simplest LDA approximation, turns out to be much more successful than
one could expect. LDA is computationally much simpler than Hartree-Fock, but it yields results
of similar quality in atoms and molecules. Structural and vibrational properties of solids are in
general accurately described and the correct crystal structure is usually found to have the lowest
energy.
LDA also has some well-known problems. Some can be avoided by using better functionals,
some others have a deeper and more fundamental nature.

Accuracy of LDA and gradient corrections

The accuracy of LDA is often considered satisfactory in condensed-matter systems, but it is
much less so in atomic and molecular physics, for which highly accurate experimental data are
available. Also, LDA badly overestimates cohesive energies and bond strengths in molecules
and solids, and as a consequence bond lengths are often underestimated. Such problems are
mostly corrected by the introduction of gradient corrections, in which the exchange correlation
functional is written as a function of the local density and of the local gradient of the density [29].

The weak van der Waals forces between closed-shells systems are still beyond the reach of
DFT. The van der Waals (or dispersive) interactions have a non-local character: they are due to
charge fluctuations on one system, inducing a dipole on the other. This phenomenon is absent by
construction from LDA, as well as from any functional based on the local density and on its local
derivatives: these can reproduce only phenomena due to charge overlap. Since however LDA
overestimates the attractive potential coming from the overlap of the tails of the charge density,
closed-shell systems in LDA are actually bound with binding energies and binding distances in
apparent agreement with experimental results. This is a fictitious result (and the dependence on
the separation distance is wrong) that disappear if better-behaved gradient-corrected functionals
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are used [30].

3.3 Time Dependent DFT

The theory developed in the last section is a ground-state time-independent theory, which
is not generally applicable to problems involving a time dependence, such as the calculation of
optical properties and electronic spectra.
The generalization of the basic formalism of DFT to the time-dependent case is due to Runge,
Gross and Kohn [18, 19], who developed a method similar to the Hohenberg-Kohn-Sham Theory
for time-dependent potentials.

3.3.1 TDDFT Theorems

Consider a N-electron system, described by the Schrödinger equation

H(t)ϕ(t) = i~
∂φ(t)

∂t

with

H(t) = T + U +W (t) = −
N∑

i=1

∇2
i

2
+

1

2

N∑

i6=j

1

|ri − rj |
+

N∑

i=1

Vext(r, t)

sum of the kinetic, Coulomb and external (time-dependent) potential energy. Suppose that the
external potential is expandable in Taylor series around t0.

TDDFT Theorem I The densities ρ(r, t) and ρ′(r, t) evolvng from the common initial state
ϕ(t0) = ϕ0, under the influence of two external potentials Vext(r, t) and V ′

ext(r, t), both Taylor
expandable around t0, are always different provided that the external potentials differ by more
than a purely time-dependent function c(t).

This is the time-dependent analogue of HK theorem I: the time-dependent density uniquely
determines the external potential up to a purely time-dependent function c(t). On the other
hand the potential determines the time-dependent wavefunction, unique functional of the density
up to a purely time-dependent phase:

ϕ(t) = e−iα(t)ϕ[ρ, ϕ0](t)

For an operator Ô(t), which is a function of time but not of any derivative or integral operators
on t, the phase factor calcels out when taking the expectation value, which is hence a unique
functional of the density:

〈ϕ(t)Ô(t)|ϕ(t)〉| = O[ρ](t)

TDDFT Theorem II The analogue of HK Theorem II, where the variational principle is
used for the total energy, is given in the time-dependent theory by the stationary principle of the
Hamiltonian action integral.
In quantum mechanics the time-dependent Schrödinger equation, with the initial condition
ϕ(t0) = ϕ0 corresponds to a stationary point of the quantum mechanical action integral

A =

∫ t1

t0

dt〈ϕ(t)|i~ ∂
∂t

−H(t)|ϕ(t)〉
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A is a functional of the density and has a stationary point at the correct time-dependent density,
which can be obtained solving the Euler equations

∂A[ρ(r, t)]

∂ρ(r, t)
= 0

with the appropriate initial conditions. Following the same procedure than in the time-independent
case, we find the time-dependent Kohn-Sham equations:

[
−∇2

i

2
+ Vtot(r, t)

]
φi(r, t) = i

∂

∂t
φi(r, t) (3.24)

where

Vtot(r, t) = Vext(r, t) +

∫
dr′v(r, r′)ρ(r′, t) + Vxc(r, t) (3.25)

which are analogous to Eqs. (3.12) and (3.20).

3.3.2 Time Dependent Density Response Functional Theory

The solutions of Eq.(3.24) are the KS orbitals which yield the true charge density. This means
that any property which depends only on the density can be exactly obtained, in principle, by
the Kohn-Sham formalism. We are interested in excitation energies and polarizabilities within
linear response, which leads to some simplifications.
The linear response theory can be applied here to study the effect of a small perturbation
Vext(r, t) on the system. In the linear approximation the induced charge density is related to
the external potential

ρind(r, t) =

∫
dr′
∫

dt′χ(r, r′, t− t′)Vext(r
′, t′) (3.26)

via the response function χ(r, r′, t− t′), which is called full polarizability. Due to the causality
condition, χ is non-zero only for t > t′.
In the time-dependent KS scheme it is also possibile to describe the response of the system to
an effective total potential Vtot, given by Eq. (3.25), containing also the exchange-correlation
contribution, via the

ρind(r, t) =

∫
dr′
∫

dt′χ0(r, r′, t− t′)Vtot(r
′, t′)

where the indipendent particle polarizability χ0 is the linear response of the fictitious Kohn-Sham
system (non-interacting) and has the form (see Appendix A)

χ0(r, r′, ω) =
∑

vc

(fv − fc)φ
∗
v(r)φc(r)φ

∗
c(r

′)φv(r
′)

ω − (ǫc − ǫv) + iη
(3.27)

in the real space and frequency domain6 and

χ0(q,G,G′, ω) =
2

Ω

∑

i,j,k

(fi,k+q − fj,k)〈i,k|e−i(q+G)·r|j,k + q〉〈j,k + q|ei(q+G′)·r′ |i,k〉
ω − (ǫi,k − ǫj,k) + iη

(3.28)

=
2

Nk

∑

i,j,k

(fj,k+q − fi,k)ρ̃ijk(q,G)ρ̃∗ijk(q,G′)

ω − (ǫj,k+q − ǫi,k) + iη

6The pure imaginary part iη is insterted in order to make the Fourier Transform feasible. The formula is valid
for η → 0
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in reciprocal space and frequency, explicitly including the band structure of the system. In these
equations fj and fi are the Fermi occupation numbers, ǫj and ǫi the KS eigenvalues and the
sums run over all KS orbitals.

The two response functions χ and χ0 are related by Eq. (3.25), giving

χ =
δρ

δVext
=

δρ

δVtot

δVtot

δVext
= χ0

[
δVext

δVext
+
δVH

δVext
+
δVxc

δVext

]
= (3.29)

= χ0

[
1 +

δVH

δρ

δρ

δVext
+
δVxc

δρ

δρ

δVext

]

Introducing the variations of the Hartree and exchange-correlation potentials

v =
δVH

δρ
fxc =

δVxc

δρ

Eq.(3.29) becomes

χ = χ0 + χ0(v + fxc)χ (3.30)

which has the form of a Dyson equation and can be written more explicitly as

χ(r, r′, ω) = χ0(r, r′, ω) +

∫
dr′′

∫
dr′′′

[
χ0(r, r′′, ω)

(
v(r′′, r′′′) + fxc(r

′′, r′′′, ω)

)
χ(r′′′, r′, ω)

]

The presence of the two variations v and fxc in the response function derives from the fact that
the total perturbation acting on the system is calculated self-consistently.
The quantity

fxc(r, r
′, t, t′) =

δVxc([ρ(r)], r, t)

δρ(r′, t′)

is called exchange-correlation kernel and takes into account all dynamical exchange and corre-
lation effects to linear order in the perturbation potential.
A frequently used approximation to solve Eq.(3.30) is the Random Phase Approximation (RPA),
which will be treated in more detail later. In RPA fxc = 0 and Eq. (3.30) takes the form

χ = χ0 + χ0vχ (3.31)

in which only the Coulomb potential v is left in the self-consistent part.

3.3.3 Excited states in TDDFT

We have seen that the interpretation of one-particle eigenvalues as quasi-particle energies has
no formal justification in static DFT.
Time-dependent DFT is one of the methods that allow to solve this problem and calculate che
excited state energies of a many-body system [31, 32].

If we rewrite Eq.(3.30) in the form

[
1 − χ0(v + fxc)

]
χ = A(ω)χ = χ0 (3.32)
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one can observe that while χ has poles at the true excitation energies

Ωj = (EN
j − EN

0 )

where EN
0 is the ground state energy and EN

j a jth excited state energy of a N -particle system,

χ0 has poles at the one-particle excitation energies

ǫi − ǫj

(KS eigenvalue differences), which are different from the true excitation energies.
This implies that the relation (3.32) holds only if the operatorA(ω) is not invertible at frequencies
ω = Ωj : this because zeroes of A(ω) must cancel the singularities of χ.
We see that the problem of finding the excitation energies of a N -particle system can be solved
by finding the frequencies for which A(ω) is not invertible, ω = Ωj .

3.4 Calculating the spectra

We have developed all the theory we need to use many-body theory to calculate electronic
spectra.
To finally make the microscopic-macroscopic connection we have to define a dielectric function
ε, which relates in the linear approximation the effective potential Vtot to the external potential
Vext via

Vtot(r, ω) =

∫
dr′ε−1(r, r′, ω)Vext(r

′, ω)

where the inverse dielectric function ε−1 acts as a screening for the external potential. The
previous expression and Eqs. (3.25) and (3.26) contain the connection between the dielectric
function and the polarizability.

An expression for ε−1

We rewrite Eq.(3.25) as
δVtot = δVext + δVH + δVxc

from which we obtain

δVtot

δVext
= ε−1 = 1 +

δVH + δVxc

δVext
=

= 1 +

[
δVH

δρ
+
δVxc

δρ

]
δρ

δVext
=

= 1 + (v + fxc)χ (3.33)

The portion of screening that has to be included in ε−1 depends on the probe.
We can see this in two steps:

1. The external perturbation Vext induces a charge density ρind = χVext, where the response
function χ depends only on the nature of the system; in this case, we are dealing with a
gas of interacting electrons, so

χ =
χ0

1 − χ0v − χ0fxc
(3.34)
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2. The induced charge creates a screening described by ε−1 which, instead, depends on the
perturbation to be screened: if the perturbation is a test-particle, it has no exchange-
correlation effects with the responding electron gas. On the other hand an electron will
feel not only an induced classical potential vρind but also an induced exchange-correlation
potential Vxc = fxcρind. Then

ε−1
TP = 1 + vχ

ε−1
TE = 1 + vχ+ fxcχ

for the two cases.

In the case of the test-particle dielectric matrix, one can explicitly obtain the microscopic di-
electric function as

ε−1
GG′(q, ω) = δGG′ + vG(q)χGG′(q, ω)

And an expression for ε

We can see things in a different way by considering the inverse of Eq. (3.33). Let us put
δVxc = 0 from the beginning. This means that we are considering δVind = δVH , and the test
particle case (photon or fast electron whose exchange correlation interaction is negligible, since
it starts to interact from far away).

δVext

δVtot
= ε = 1 − δVH

δVtot
=

= 1 − δVH

δρ

δρ

δVtot

= 1 − vP

where the polarizability P =
δρ

δVtot
has been introduced7.

One should notice that while χ is an experimentally accessible quantity, because it represents
the variation of charge with respect to the macroscopic potential Vext, P cannot be measured,
because it involves the variation with respect to the microscopic potential Vtot, that we do not
know8. Anyway P allows us to write another expression for the microscopic ε:

εGG′(q, ω) = δGG′ − vG(q)PGG′(q, ω)

3.4.1 Approximations

Of course, the exact time dependent exchange-correlation potential and kernel appearing in
Eq.(3.30) are unknown and realistic calculations rely on some approximations.
From the expressions used in the previous paragraph, it can be shown[9] that the link between
P and χ is given by another Dyson-like equation

χ = P + Pvχ (3.35)

Considering together Eqs.(3.35) and (3.30), another similar relation involving χ0 can be obtained:

P = χ0 + χ0fxcP (3.36)

Now we are ready to present the different approximations, considering an increasing grade of
complexity.

7P is called irreducible polarizability, as opposed to χ, which is called reducible. The distintion between these
two is clearer in the GW theory, another kind of excited state theory, which is beyond the scope of this work.

8Incidentally, this is again related with the fact that the physically relevant quantity is ε−1 and not ε.
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Indipendent Particles (RPA without LFE)

We first consider the simplest possible approximation, the independent particle picture of the
DFT-KS scheme.
Actually, DFT is a ground state theory and that there is no formal justification in using it to
study the excited states, but we can anyway try to consider a first investigation of electronic
spectra. Once the DFT-KS band structure has been found by solving Eq.(3.12), the polarizability
that can be calculated is χ0, which comes from static DFT as a sum over independent transitions:

χ0(q, ω) = 2
∑

i,j

|〈φj |eiq·r|φi〉|2
ω − (ǫj − ǫi) + iη

(3.37)

with φi, ǫi KS eigenfunctions and eigenvalues, respectively.
χ0 describes the response of the fictituos Kohn-Sham system of independent electrons to the
effective Kohn-Sham potential:

χ0 =
δρ

δVtot

In the case of independent particles there are no dynamical correlation effects, so fxc = 0: this
alone is the Random Phase Approximation already mentioned. From Eq.(3.30) we see that

PIPA = χ0

In this simple approximation we also neglect local field effects, so what we obtain for the micro-
scopic ε and macroscopic εM is

ε = 1 − vχ0 (IPA)

εM (ω) = εNLF
M (ω) = lim

q→0
ε00(q, ω) (neglecting LFE)

The electronic spectra calculated with Eqs.(2.3) are then

Abs = Im{εM} = ℑ{1 − vχ0} = −vℑ{χ0} (3.38)

EELS = −Im

{
1

εM

}
= −vℑ

{
χ0

1 − vχ0

}

Applying the relation

lim
η→0

1

x± iη
= pv

(
1

x

)
∓ iπδ(x) (3.39)

to the (3.37) expression for χ0, we see that for the absorption spectrum we have, more explicitly

Abs ∝ Im {ε} ∝
∑

v,c

|〈φc|eiq·r|φv〉|2δ(ω − (ǫc − ǫv))

with the sum over all independent transitions and the delta function representing the conserva-
tion of energy. This last expression corresponds to the one-electron approximation of Fermi’s
golden rule we had in Eq.(1.24): then, as already said in §2.3, Fermi’s golden rule applied to
absorption correspond to an IP-RPA calculation without local-field effects.
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Random Phase Approximation with LFE

The next step beyond the independent particle approximation, which is the one made through-
out this work, is the Random Phase Approximation, in which fxc is set to zero, but local field
effects are taken into account. In this case, the microscopic ε has the same form as in the
previous step, but the macroscopic εM is calculated with the right average (2.2).

ε = 1 − vχ0 (RPA)

εM (ω) = lim
q→0

1

[ε−1(q, ω)]G=G′=0

(considering LFE)

Adiabatic Local Density Approximation

A more sophisticated kind of approximation with respect to RPA is the so called adiabatic9

local density approximation (ALDA), in which fxc is taken as the functional derivative of the
static LDA exchange-correlation potential described in §3.2.3.

fALDA
xc (r, r′, t, t′) = δ(r − r′)δ(t− t′)

∂V LDA
xc [ρ(r), r]

∂ρ(r)

The ALDA approximation has proven to be quite successful in applications to finite systems,
such as molecules or clusters. However, for the graphite system considered in this work, it does
not lead to remarkable improvements with respect to RPA (see Chapter 4 and [4, 5]).

9In this case, the term adiabatic refers to the independence from ω
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3.4.2 Summary

We can summarize the steps leading to the determination of a spectrum with TDDFT used
in this work.

1. A Ground state calculation is done within the static DFT framework, where a rea-
sonable exchange-correlation potential Vxc has been chosen, usually V LDA

xc . We obtain the
single-particle eigenfunctions φi and eigenvalues ǫi.
The approximations involved are the choice of Vxc and the use of pseudopotentials.

2. The Independent-Particle polarizability χ0 is calculated with eigenfunctions and
eigenvalues obtained in step 1 via Eq.(3.28):

χ0
GG′(q, ω) =

2

Ω

∑

v,c,k

(fv,k+q − fc,k)〈φv,k|e−i(q+G)·r|φc,k+q〉〈φc,k+q|ei(q+G′)·r′ |φv,k〉
ω − (ǫv,k − ǫc,k) + iη

(3.40)
The approximation is just the linear response framework.

3. The full polarizability χ can be obtained with Eq.(3.30), if there is an expression for
fxc:

χGG′(q, ω) = χ0
G,G′(q, ω) +

∑

G1G2

χ0
GG1

(q, ω) ·
[
vG1

(q)δG1G2
+ fxc

G1G2

]
· χG2G′ (3.41)

The choice of fxc represents the most important approximation of the entire calculation.

4. The dielectric function calculated as

ε−1
GG′(q, ω) = δGG′ + vG(q)χGG′(q, ω) (3.42)

allows to obtain absorption and EELS spectra via the macroscopic function

εM (ω) =
1

ε−1
00 (q, ω)

(3.43)



4
Computational DFT and TDDFT

The previous chapter introduced the theoretical basis for the calculation of excited states. We
have seen that two main steps are needed: the calculation of the ground state via the Density
Functional Theory and then the study of dielectric properties within Time Dependent Functional
Theory.
In this chapter we want to present the methods of implementation of these theories.

4.1 Ground state calculation

The code used in this work which implements DFT is the ABINIT code [33].
ABINIT is a package whose main program allows one to find the total energy, charge density
and electronic structure of systems made of electrons and nuclei (molecules and periodic solids)
within DFT, using pseudopotentials and a planewave basis [34]. In this first section we want to
briefly explain what this definition means [17, 35, 36].

4.1.1 Plane wave basis sets

The main problem of DFT implementation is the computational treatment of the continuity
of space.
First, one needs to represent the wavefunctions of the system. For a periodic Hamiltonian, such
as in crystals, Bloch’s Theorem (§B.1.4) states that the electronic wavefunctions at each k point
can be expanded in terms of a discrete plane-wave basis set and written as

ψnk(r) =
1√
Ω

∑

G

unk(G)ei(k+G)·r = eik·runk(r) (4.1)

where

unk(r) =
1√
Ω

∑

G

uk(G)eiG·r

is a function periodic over the crystal lattice. Ω is the volume of the system, the vectors k lie in
the first Brillouin zone and the G’s are reciprocal lattice vectors.
ABINIT works in reciprocal space, and each wavefunction is identified by the number of the
band n and by the k that determine the periodic coefficient unk(r).

In principle one would need an infinite set of plane waves. However, it can be proved that
plane waves with small kinetic energy

|k + G|2
2

45
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are typically more important than those with large kinetic energy. Then one can introduce a
cutoff energy Ecut to use just a finite number of plane waves that have kinetic energy less than
some particular cutoff energy. The “plane wave sphere” used in the calculation will be then
defined by the relation

|k + G|2
2

≤ Ecut

The truncation of the plane wave basis set at a finite cutoff energy will lead to an error in the
computed total energy. However, it is always possible to reduce the importance of this error by
increasing the value of the cutoff energy until the total energy has converged.
One of the difficulties associated with the use of planewave basis sets is that the number of basis
states changes discontinuosly with cutoff energy, like shown (in two dimensions) in Fig. 4.1.
This problem can be reduced by using denser k point sets.

Figure 4.1: Discontinuity in the number of plane waves [36]

The sudden change in the number of plane waves causes discontinuities also in the total energy,
as we will see later in our results.

As the code works in reciprocal space, all the quantities, such as the potential and the elec-
tronic density, have to be brought in reciprocal space. This means that one needs to perform a
discrete Fourier transform over the sets {ri} and {G}. The fast algorithm used to do this is the
so-called Fast Fourier Transform (FFT).

4.1.2 Brillouin zone integration

DFT involves discrete summations over states, as in the expression of the total kinetic energy
in Eq.(3.15) or in the electronic density in Eq.(3.11). In the periodic case, wavefunctions are
labeled by n and k, so that the sum over states is given by the summation over energy bands



4.1 Ground state calculation 47

and integration over the Brillouin zone. Then we have for example for the density:

ρ(r) =
1

Nk

occ∑

n

BZ∑

k

|ψnk(r)|2 =

=
1

Nk

Ω

(2π)3

occ∑

n

∫

BZ

dk |ψnk(r)|2 =

=
Ωcell

(2π)3

occ∑

n

∫

BZ

dk |ψnk(r)|2

where
(2π)3

Ωcell
is the volume of the Brillouin zone and Eq.(B.1) was used.

For practical purposes the integral is, of course, performed as a summation

ρ(r) =

occ∑

n

Nk∑

i=1

wi|ψniki
(r)|2

where the (lattice dependent) weights wi and points ki are chosen to reproduce the integral as
accurately as possible, by using the smallest possible number of k-points. If the function to be
integrated is periodic and symmetric in the reciprocal coordinates, the so-called special k-points
can be chosen by exploiting the symmetry properties of the crystal. An often used method for
the choice of the special points is that of Monkhorst-Pack grids [37], which have been adopted
also in this work.
A Monkhorst-Pack set consists in points equally spaced in the Brillouin zone, which are not
related to each other by any symmetry operation. In comparison with an arbitrary grid of
points, which does not reflect the symmetries of the Brillouin zone, the Monkhorst-Pack set
reduces drastically the number of points necessary to attain a specific precision in calculating
integrals.

4.1.3 Pseudopotentials

We have seen that, thanks to Bloch’s Theorem, the electronic wavefunctions can be expanded
using a discrete set of plane waves. Fourier theory teaches us that, roughly speaking, details
in real space are described if their characteristic length is larger that the inverse of the largest
wavevector. This means that a very large number of plane waves is needed to expand the tightly
bound core orbitals and to follow the rapid oscillations of the wavefunctions of the valence
electrons in the core region. An extremely large plane-wave basis set would be required to
perform an all-electron calculation, and a lot of computational time would be needed.

The pseudopotential approximation [38–40] allows the electronic wavefunctions to be ex-
panded using a much smaller number of plane-wave basis states. It is known that core electrons
do not contribute in a significant manner to physical properties. Only valence electrons do,
while core electrons are “frozen” in their atomic state. This suggests that one can safely ignore
changes in core states (frozen core approximation): the pseudopotential approximation exploits
this concept by removing the core electrons and replacing them and the strong potential by
a weaker pseudopotential that acts on a set of pseudo wavefunctions rather than on the true
valence wavefunctions, as schematically illustrated in Fig. 4.2.

The valence wavefunctions oscillate rapidly in the region occupied by the core electrons
because of the strong ionic potential in this region. These oscillations mantain the orthogonality



48 Computational DFT and TDDFT

Figure 4.2: Schematic illustration of all-electron (solid lines) and pseudoelectron (dashed lines) po-
tentials and their corresponding wavefunctions. The radius at which all-electron and pseudoelectron
values match is designated rc [17].

between the core wavefunctions and the valence ones:
∫

drψck(r)ψvk(r) = 0

Since the core is virtually inert to changes in the chemical environment (such as bondings), we
can construct a pseudopotential from atomic wavefunctions, even if this is not the method with
which modern pseudopotentials are built [41]. The true valence wavefunction ψ is expressed as
the sum of a smooth wavefunction ϕ (the pseudowavefunction) and a sum over occupied core
states ψc:

ψ = ϕ+
∑

c

bcϕc

The wavefunction is forced to be orthonormal to the core states 〈ϕc|ψ〉 = 0. Solving for bc:

ψ = ϕ−
∑

c

〈ϕc|ϕ〉ϕc

Operating on ψ with the Hamiltonian H = T + Vc (where Vc is the attractive core potential)
gives the correct energy eigenvalue E.
Substituting Hψ = Eψ yields, after some rearrangement:

(H + VR)ϕ = (T + Vc + VR)ϕ = Eϕ (4.2)

where

VR =
∑

c

(E − Ec)|ϕc〉〈ϕc|

Hϕc = Ecϕc

The potential VR acts like a short-ranged repulsive potential. The pseudopotential is in general
spatially nonlocal and depends on r and r′.
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Eq.(4.2) is the new Schrödinger equation for the pseudowavefunction ϕ, where E is the true
energy corresponding to the true wavefunction ψ of the system. The potential V = Vc + VR is
the sum of an attractive long-ranged and a repulsive short-ranged part. Near the core the two
parts cancel fairly completely and the whole potential is well behaved and weak over the whole
range, like in Fig. 4.2.

In DFT calculations, density is the main variable. If the density is to be calculated accu-
rately, it is necessary that outside the core the pseudo wavefunctions and real wavefunctions are
identical, not just in their spatial dependencies but also in their absolute magnitudes, so that the
two wavefunctions generate identical charge densities. Pseudopotentials that satisfy this condi-
tions are called norm conserving [42]. A widely used type of norm-conserving pseudopotential
is the Martins-Troullier [43] one, which has been used in this work.

4.1.4 Application to graphite

Now we want to use ABINIT to calculate ground state properties of the system we want to
study within DFT-LDA. The Kohn-Sham structure obtained will allow to calculate dielectric
properties.

Graphite structure

Hexagonal graphite consists of an AB stacking of hexagonal planes of carbon (graphene)
parallel to the cristallographic c axis, as shown in Fig. 4.3. This layered graphene-based structure
and the type of chemical bonding make graphite a very anisotropic solid and a typical example
of a quasi-two dimensional system.

Figure 4.3: 3D structure of graphite
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The choice of the primitive vectors is not unique. We take the two primitive vectors lying
in the plane with an angle between them of 120°, and the third one perpendicular to the plane.
In cartesian coordinates they are:

Figure 4.4: Plane structure of graphite

a1 = a (1, 0, 0)

a2 = a
(
− cos

π

3
, sin

π

3
, 0
)

a3 = c (0, 0, 1)

The basis vectors in reduced coordinates (a1,a2,a3) are

τ1 = (0, 0, 0) τ2 =

(
1

3
,
2

3
, 0

)

τ3 =

(
0, 0,

1

2

)
τ4 =

(
1

3
,
2

3
,
1

2

)

Using the relation ai · bj = 2πδij the reciprocal lattice basis vectors bi are found to be

b1 =
2π

a

(
1,

1

tan π
3

, 0

)

b2 =
2π

a

(
0,

1

sin(π
3 )
, 0

)

b3 =
2π

c
(0, 0, 1)

From the previous discussion, we already know that there are two parameters whose value
must be checked to be sure of the reliability of the final result: the number of plane waves (i.e.
Ecut) and the k point grid.
The procedure used to find the most suitable values for the parameters is called convergence,
and it implies changing the parameter until results (for example, total energy) are reasonably
stable.
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We find that the total energy is converged with Ecut = 30 Ha and a Monkhorst-Pack grid
16x16x6 with 90 k points in the irreducible Brillouin zone, from which the total set of k points
is generated through symmetry operations. The k point grid is shifted on the z axis to exclude
the Γ point, which is taken into itself by any symmetry operation.

Lattice parameters

The lengths a and c appearing in the primitive vectors are found after a minimization with
respect to the total energy of the system: this is actually one of the applications of ground state
theories such as DFT.

(a) Minimization with respect to a

(b) Minimization with respect to c

Figure 4.5: Minimization with respect to lattice parameters of the total energy (in hartree). The
strange shape of the curve in (b) is due to the fact that by changing the parameter c also the G vector
set changes, while Ecut remains fixed. A greater c implies a denser G grid, and a lower total energy:
this means that the curve in (b) is actually made up of different curves for increasing numbers of G
vectors (see Fig. 4.1)
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We find

a = 4.6310 bohr = 2.4506 Å

c = 12.645 bohr = 6.691 Å

where 1 bohr = 0.5292 Å.
Our values are in good agreement with the experimental values a = 2.46 Å and c = 6.70 Å and

have the correct
( c
a

)
hex

ratio 2.73 [44].

The planes of graphite interact through the weak Van der Waals forces, that cannot be
described by a DFT-LDA calculation (see §3.2.5). We would expect that the absence of these
attractive forces would lead to an overextimation of the distance c. Anyway, this does not
happen because of the overestimation of cohesive forces in LDA, which fictituosly corrects the
small error due to the lack of Van der Waals interaction.

KS Band structure

As said in the previous chapter, DFT is not explicitly meant to give a correct calculation of
excited states, because the KS eigenvalues have no physical meaning and are not the true quasi-
particle energies of the system. Then if we draw the Kohn and Sham band structure along the
circuit shown in Fig. 4.6a and 4.6ab we get the band structure of the non-interacting electron
system. The band structure obtained is reported in Fig. 4.6c.
Our result is consistent with previous calculations (for example [5]). Actually, as said in the

cited article, the major features of this band structure are in qualitative agreement with the
experimental measurements by photoemission and very-low energy electron diffraction. There
are of course quantitative discrepancies, that can be solved with self-energy corrections within
the GW approximation.

We can try to consider also another circuit, the one in Fig. 4.7. If we compare the two
band structures, we can see that while in Fig. 4.6c bands are parabolic, in 4.7c they are linear,
and the H point is a singular point for the derivative: this is actually the same type of band
structure which is observed in graphene [45] and leads to the observation of the so called Dirac
fermions. If we remember the expression for the effective mass

m∗ =

(
∂2ǫ

∂k2

)−1

(4.3)

we see that in H m∗ is zero, because the derivative is infinite. This fact has consequences for
conductivity, and has therefore been object of many studies, in particular for graphene [45, 46]
. The phenomenon has later been observed also in graphite [47].
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(a) First Brillouin zone in graphite
with first circuit of integration

(b) First Brillouin zone seen in 2D

(c) Band Structure obtained from the first circuit

Figure 4.6
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(a) Second circuit to obtain KS
band structure

(b) First Brillouin zone seen in 2D

(c) Band Structure obtained from second circuit

Figure 4.7

Figure 4.8: Schematic linear bands in the H point
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Ground state density

At the end of a DFT calculation one gets the ground state density of the system: we can
visualize it in real space and obtain figures such as 4.9.

(a) xy vision near the lower plane (z = 0.26Å)

(b) xz vision (y = 0.73Å)

Figure 4.9: Calculated ground state electronic density. In a) and b) the cutting lines referring to b)
and a) respectively are shown in white. The colour scale is normalized on the maximum of density

in the cell (about 0.31
e

bohr3
in the red regions)
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4.2 Dielectric properties: excited states

Once the Kohn-Sham structure has been calculated with ABINIT, dielectric properties can
be obtained through TDDFT. The code used for this is DP [48], which implements ab initio
linear-response TDDFT in frequency-reciprocal space and on a plane wave basis set.
Given the momentum transfer q, DP allows to calculate on an energy range (ωi, ωf ) both dielec-
tric spectra, such as EELS (electron energy-loss spectroscopy) and IXS (inelastic X-ray scattering
spectroscopy) and optical spectra, such as optical absorption. DP allows also to choose the ker-
nel fxc, the kind of approximation used in the TDDFT calculation.

4.2.1 DP parameters

The steps to follow to obtain a spectrum are listed in §3.4.2. The most demanding calculation
is that for χ0 in Eq.(3.40): once one has χ0

GG′(q, ω), the rest is easier and the spectra can be
calculated.
So what is important is the convergence of χ0, which DP calculates as

χ0
GG′(q, ω) =

2

Ω

nbands∑

n,n′,k

(fn′,k+q − fn,k)〈φn,k|e−i(q+G)·r|φn′,k+q〉〈φn′,k+q|ei(q+G′)·r′ |φn,k〉
ω − (ǫn,k − ǫn′,k) + iη

(4.4)

where φ are the Kohn-Sham wavefunctions:

φn,k(r) =
1√
Ω

npwwfn∑

G

ei(G+k)·runk(G)

npwmat, npwwfn, nbands

Three important DP parameters contribute mostly to the convergence of results:

• in the exact Eq.(3.40) the sum is over all possible bands, which is not computationally
possible: the number of bands actually taken by DP is nbands. The energy range of
relevant transition must be covered for the spectra to be reliable;

• the number of plane waves taken to represent KS wavefunctions is also finite and given by
the parameter npwwfn;

• the dimension of the matrix χ0
GG′ needs to be specified: the number of G components is

given by the parameter npwmat. Choosing npwmat6= 1 corresponds to taking into account
local field effects.

Choice of the k point grid

In the ground state calculation the sums over k include all the k points: symmetry operations
are exploited to obtain as much terms as possible. On the other hand, the sum over k points
in Eq.(4.4) is a sum over non equivalent transitions. This implies that in order to do faster
calculations the k points considered need to be non equivalent. High simmetry points are to
be excluded from the grid, which can be different from the one used in the calculation of the
density from which the KS structure is obtained.
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Broadening and ∆ω

In this brief overview about DP, two more parameters are worth a discussion.
To understand the necessity of the parameter η, let us consider the form of the independent
particle polarizability χ0, for a single resonant transition:

χ0 ∝ 1

ω − ω0 − iη

We do not consider the ρ̃’s because they do not depend on frequency, and we are now interested
in the frequency behaviour. If we take the real and imaginary parts of this expression, we get

Re{χ0} =
ω − ω0

(ω − ω0)2 + η2

Im{χ0} = − η

(ω − ω0)2 + η2

As χ0 is a response function, the two are related by Kramers Kronig relations, and will have a
behaviour like that in Fig. 4.10.

(a) (b)

Figure 4.10: Real and imaginary part of χ0 for a single transition

In particular we know that the imaginary part of χ0 is the simplest possible approximation
of an absorption spectrum. If we look at its analytic form in Fig. 4.10b, we see that it is a
Lorentzian curve with a peak in ω0 whose width is determined by η.
The spectra are not calculated continuosly, but using a sampling ∆ω. If η is too small with
respect to the ∆ω, the peak could be missed in the sampling. On the other hand, η cannot be
too large, because the representation (3.27) of χ0 is valid in the limit η → 0.
Thus, in principle, the ideal situation would be the one in which both ∆ω and η are small, but
this is obviously time-consuming and one has to find a compromise.
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TDDFT in reciprocal space

The TDDFT scheme used in this work and included in DP works in frequency domain and
in the reciprocal space, which is the most convenient to deal with solids, and is based on the
linear response framework. This is not the only possible choice: there are codes which work
with real-space TDDFT, such as Octopus [49].
One of the advantages of the DP scheme is that it allows to decouple the ground state calculation

from that one of the response, because it is not necessary that fxc =
∂Vxc

∂ρ
.

Without this costraint, it is possible to choose different kernels for the ground state DFT calcu-
lation and the TDDFT calculation.

4.2.2 Application to graphite

Studying the convergence of DP results implies checking the spectra for different values of the
above cited parameters. An example is in Fig. 4.11.

0 5 10
0

0.5

1

1.5

2

1
30
90
150
250
500

EELS - npwmat convergence
npwwfn 797, nbands 20, ecut 30, nkpt 90

(a) Range 0-12 eV

6 7 8 9

0.6

0.8

1

1.2

1.4

1.6 1
30
90
150
250
500

EELS - npwmat convergence
npwwfn 797, nbands 20, ecut 30, nkpt 90

(b) Zoom over the 7 eV peak

Figure 4.11: Different spectra for RPA EELS, qred = (0.00005, 0, 0)

We follow the scheme of the approximations of the previous chapter (§3.4.1) and calculate the
macroscopic dielectric function for q → 0 and q 6= 0. Our converged values for these calculations
are npwmat= 239, npwwfn= 797 and nbands= 60.
We keep the same 90-k point grid and 30 Ha cut-off as for the ground state calculation.

ε1 and ε2

If we work with fxc = 0 and do not consider local field effects, we get the Independent Particle
approximation; by considering also LFE, we get RPA; a calculation within the ALDA has been
also performed. The results of the calculations are in Fig. 4.12a and b.

We see that LFE are more important for larger values of q, as found in literature [4]. This
is because a larger q corresponds to a smaller wavelength, which is more able to see details of
the atomic structure.
We expect LFE to be even more important in the case of a q perpendicular to the plane, because
it is in z direction that graphite is more inhomogeneous: an example is in Fig. 4.12c.
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Figure 4.12: ε1 and ε2 in the IPA, RPA and ALDA approximation. a) and b) are for an in-plane q,
c) for a q in z direction.
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EELS spectra

From the calculated dielectric functions εM1 and εM2 we can get the Energy Loss spectra as

EELS ∝ Im

{
1

εM

}

We consider the same two momentum transfers as before and get for an in-plane q the spectra
in Fig. 4.13.
The two peaks are clearly visible already in the IPA, as well as the dispersion for different values
of q. We see that the ALDA kernel does not add significative details to the result, so we decide
to keep the RPA approximation, which already proved successful for the case of graphite [4, 5].
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Figure 4.13: EELS spectra of graphite in the three approximations

The first four chapters have given an overview on the theory and the methodology necessary
to deal with the problem of electronic excitations, and to obtain spectra. Now we want to apply
all this in case of graphite, in particular to the study of the charge induced by an external
perturbation.
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Plasmons in Graphite

5.1 Plasmons

The behaviour of the electrons in a solid presents similarities with the one of a classical plasma.
To develop these similarities we start by considering the theory for the interacting electron gas
[50–52].

5.1.1 The electron gas as a quantum plasma

Classical plasmas are highly ionized collections of electrons and positive charges at high tem-
peratures and low densities; physical examples are hot gaseous discharges and the ionosphere.
The model which is typically used for the study of the electronic behaviour in a plasma is the
replacement of the positive ions by a uniform background of positive charge, sometimes called
jellium. The free-electron gas model for a metal (see for example [53]) differs from that used
for a classical plasma only in that we deal with a system in which the electron density is very
high and the temperature quite low, so that quantum, rather than classical, statistics for the
electrons must be used. It is quite natural to regard the free-electron gas at high densities and
low temperatures as a quantum plasma.
Quantum plasmas, like classical ones, display considerable organized, or collective, behaviour
of the kind expected from the long range of the Coulomb interaction beteween electrons. Such
collective behaviour manifests itself in two ways: screening and collective oscillation.

Let us consider first what we mean with screening: suppose there exists an imbalance in the
charge distribution at some point in the plasma, say an excess of positive charge. The electrons
will then tend to concentrate in that region, since they are quite mobile and respond readily
to the attractive potential represented by the positive charge excess. In doing so, the electrons
will act to screen the influence of the charge imbalance and to restore charge neutrality in the
plasma.
On the other hand, the existence of organized oscillations in plasma may be understood in the
following way: when the electrons move to screen a charge disturbance in the plasma, they
will, in general, pass the equilibrium position, as in the classical harmonic oscillator. They are
consequentely pulled back toward that region, pass the equilibrium again, etc, in such a way
that an oscillation is set up about the state of charge neutrality. This charge density wave is
called plasmon, and its nature can be understood in a very simple way.
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A naive view

A first way to have an idea of this oscillatory behaviour is considering a simple model [7, 53]
to obtain the characteristic frequency of oscillation of an electron system.
Consider a system of electrons in a region Lx ·Ly ·Lz , whose concentration is n. The net charge
density at equilibrium is zero because of a uniform background density of positive ions.

Figure 5.1

At a certain initial time t0, a region of the electron charge is uniformly translated a distance
δx without perturbing the rest of the system, as in Fig. 5.1. This creates two regions of thickness
δx with a net charge density, one positive and the other negative, which will be attracted by
each other: in absence of damping this will give rise to an harmonic oscillation of the system at
a frequency that in this case can be easily obtained.
We write the polarization (dipole moment per unit volume) as1

P =
net charge · Lx

V
= −neδxLyLz · Lx

LxLyLz
= −neδx

that gives rise to the electric field

E = −4πP = 4πneδx

The force on an electron in the polarized region is thus

mẍ = −eE = −4πne2δx

We recognize in this last expression the equation for a simple oscillator with characteristic
frequency

ω2
P =

4πne2

m
(5.1)

which is usually called plasma frequency.

Charge oscillations

This oscillatory behaviour can be seen more sophisticated way in terms of the equation of
motion of the density fluctuations in the electron gas [50].
The particle density at the point r is given by

ρ(r) =
∑

i

δ(r − ri) =
∑

q

ρqe
iq·r

1In this simple model we abandon the atomic units
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where ρq is the fluctuation about the average electron density ρ0 = N (we take the volume to
be unity). These density fluctuations are given in Fourier space by

ρq =
∑

i

e−iq·r (5.2)

The equation of motion of the charge oscillations of the electron gas in a uniform positive
background can be shown to be that of an harmonic oscillator with the same ωP frequency
found in Eq.(5.1):

ρ̈q + ω2
Pρq ≃ 0

under particular conditions that allow one to neglect the driving force terms on the right (see
[50] for a detailed treatment). In particular, it is valid in the limit q → 0, when the wavelength
of the oscillation is larger.
What we can expect intuitively is that the condition for a collective oscillation is the exciting
wavelenght to be large compared to the average electron spacing. In this case there is a clear
distinction between the plasmon excitations and the individual electron excitations; on the other
hand, for short wavelenghts we expect the plasmon mode to disappear only individual electron
excitation to survive.
This is what is actually quantitatively shown in [50]: In general the quantum plasma behaves
collectively for wave vectors smaller than a critical vector q ≪ qc and exhibits oscillations at a
frequency near ωP . For short wavelength phenomena, q ≫ qc, the plasma behaves like a system
of individual free particles.

For an electron gas at a typical metallic density, n = 1023 e
cm3 and the energy in a plasmon

is ~ωP ∼ 12eV.
We see then that no thermal excitation of plasmons is possible at normal temperatures. Anyway,
as we will see, an excitation is possible if carried out by single electrons.
The plasmon energy ~ωP is much more large compared to the single particle energy because a
plasma oscillation at long wavelengths involves the correlated motion of a very large number of
electrons. No single electron is greatly perturbed, but because a large number of electrons move
together, the resultant energy is quite substantial.
Plasma oscillations resemble sound waves, in the sense that they both involve oscillation of
density, but there is a substantial difference between the two. Ordinary sound waves exist in
consequence of collisions between particles, which act to bring local thermodynamic equilibrium.
If one tries to change the density of particles at a given point, the collision will act as a restoring
force towards equilibrium: the condition for the existence of a sound wave is that there be many
collisions between the particles during the period of an oscillation.
For the plasma oscillations, it is the averaged force field of many other particles which acts as
a restoring force: collisions, therefore, act to disrupt the influence of the average field, and tend
to damp the collective mode.
This picture is someway qualitative: the phenomenon can be furthermore studied with the col-
lective description of the electron gas developed in [51, 52]. In this treatment Bohm and Pines
introduce a set of collective variables to describe plasmons, and carry out a series of transforma-
tions to a representation in which the plasmons are independent elementary excitations of the
interacting electron system. With this more precise method, the qualitative assertions stated
above are confirmed.
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5.1.2 Dielectric response of an electron system

We now want to briefly present a formulation capable of describing the screening of a longitu-
dinal field which varies in both space and time (longitudinal because the motion of particles gives
rise to density fluctuations in the system). What we are interested in is the dielectric response
of the electron gas to such a field, which can be expressed in terms of a longitudinal wave vector
and frequency dependent ε(q, ω). It can be shown [50] that in the case of the electron gas this
takes the form

1

ε(q, ω)
− 1 =

4π

q2

∑

n

|〈n|ρ†q|0〉|2
[

1

ω − ωn0 + iδ
− 1

ω + ωn0 + iδ

]
(5.3)

where ρ†q refers to the density fluctuation as above and ωn0 is a “natural” excitation frequency
of the electron gas2 ε(q, ω)−1 as it appears in Eq.(5.3) is a complex quantity. Its real part
describes the polarization processes which are in phase with the external field; the imaginary
part represents the out-of-phase part, and is related to the transfer of energy from the test
charge to the system.

Energy loss of a fast electron Let us consider now the way in which a fast electron of
momentum q0, energy ω0 transfers energy and momentum to the electron gas.

Figure 5.2

The Fermi golden rule may be applied to obtain the probability per unit time W (q, ω) that
the particle transfer momentum q and energy ω to the electron gas (supposed in its ground
state) and this is found to be

W (q, ω) = 2π

(
4π

q2

)2∑

n

|〈n|ρ†q|0〉|2δ(ω − ωn0) (5.4)

where we recognize the Coulombian interaction
4π

q2
.

If we compare this last expression with the imaginary part of
1

ε(q, ω)
3 we can also write

W (q, ω) = −8π

q2
Im

1

ε(q, ω)
(5.5)

which clearly recalls the result obtained classically in §1.3.2.

2Eq.(5.3) actually corresponds to ε = 1 + vχ.
3Which can be obtained by applying Eq.(3.39) to Eq.(5.3).
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5.1.3 The dynamic structure factor

It may be seen from Eq.(5.4) that the term that determines the energy and momentum transfer
in the scattering experiment is

S(q, ω) =
∑

n

|〈n|ρ†q|0〉|2δ(ω − ωn0)

which we shall call the dynamic structure factor, and contains the scattering properties of the
system [54]. The dynamic structure factor gives a direct measure of the density fluctuation
spectrum of the electron gas, and it is the central quantity of interest in an electron scattering
experiment, since it represents the maximum information one can hope to gain by measuring
the angular distribution of the inelastically scattered electrons.

The relationship between S(q, ω) and
1

ε(q, ω)
can be written explicitly as

Im
1

ε(q, ω)
= −4π2

q2
[S(q, ω) − S(q,−ω)]

So the measure of S from an inelastical scattering experiment allows to know also ε.
As Van Hove [54] first emphasized, a knowledge of S(q, ω) allows one to obtain detailed infor-
mation concerning the space-time correlations for a many-particle system. In fact, the dynamic
structure factor is the Fourier transform in space and time of the time-dependent density-density
correlation function

p(r, t) =
1

N
〈ψ0|ρH(r + r′, t+ t′)ρH(r′, t′)|ψ0〉

where ρH(r, t) is the particle density in the Heisemberg representation and ψ0 is the exact
ground state function. With the assumption of translational invariance of the system it can be
shown[50] that

p(r, t) =
1

N
〈ψ0|ρH(r, t)ρH(0)|ψ0〉 =

1

N

∑

q

∫ +∞

−∞
S(q, ω)ei(q·r−ωt)

S(q, ω) is actually the fundamental quantity for the description of longitudinal properties of the
electron gas, or, indeed, of any many-particle system. It gives directly the dielectric function ε,
which is more easy to calculate theoretically for an electron system.

5.1.4 Plasmons in solids

The behaviour of ε and ε−1 in solids is determined by the elementary excitations that are
present in the system of interest. For the range of frequencies usually studied in solids these
excitations may be generically characterized as individual particle excitations involving interband
and intraband4 transitions, and collective excitations, in particular plasma oscillations, which
have the same nature of collective excitations of an electron gas seen so far.
The valence electrons in a solid interact with each other and experience a position-dependent
periodic potential due to the ion cores. In the limit of long wavelenghts, the study of collective

4In the band approximation, an intraband transition is one in which the initial and final state are both located
in the same band, and are possible just in metals, since insulators are charactierized by bads which are either
completely full or completely empty. Interband transitions are instead usually thought of as transitions between
two bands for which the matrix element of the momentum taken with resoect to the initial and final states does
not vanish. See for example [7, 13]
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oscillations in solids follows quite easily from the electron gas model, remembering that plane
wave matrix elements and excitation frequencies are replaced by Bloch function matrix elements
and excitation frequencies appropriate to a single electron moving in the periodic potential
U(r).
Also in solids the influence of the Coulomb interaction between the electrons is manifested
through screening and collective oscillations.
The first difference betveen plasmons in solids and in the electron gas is that as a consequence
of interband transitions one may get a frequency different from ωP in the limit q → 0. The
existence of interband transitions at the plasmon energy will cause also a damping of plasmons
in solids.
Finally, as there is always overlap of the plasmon energies and the individual electron excitation
energies, the distinction between the collective plasmon modes and the individual particle modes
cannot be as complete in the solid as in the free electron gas.

5.1.5 Experimental observations: EELS experiments

The principal experimental evidence for the existence of plasmons as a well-defined mode of
the valence electrons in solids comes from EELS experiments we already mentioned in §1.3.2. As
already said, the experiments consist generally in measuring the energy lost by keV-electrons as
they emerge from a thin solid film. If one measures the angular distribution of the inelastically
scattered electrons, as well as their energy, one actually obtains both the energy and momentum
transfer to the electrons in the solid, that is to say, the dynamical form factor S(q, ω), or what

is equivalent, Im

{
1

εM (q, ω)

}
.

In the next section we consider the information that can be obtained on graphite with this kind
of technique.

5.2 Results in Graphite

In this section we want to briefly review some theoretical work that has already been done
about graphite, contained in [4, 5, 55]. Experimentally, EELS measurements on graphite for a
momenum transfer q parallel to the basal plane, two characteristic plasmon peaks are observed.
They are related to collective excitations of the valence π electrons (π plasmon, 7− 12 eV) and
of all valence electrons (π + σ plasmon, 28 − 33 eV).

5.2.1 Ab initio results in literature

Considering the articles cited above, we can learn a certain number of things about our system
that will be useful in the following. In [4], ab-initio calculations on graphite were made in RPA
and TDLDA approximations in order to give a theoretical interpretation of the dependence of
the loss spectra upon the orientation of the momentum transfer.

Fig. 5.3 shows that TDLDA does not bring significative improvements to the final results,
as both RPA and TDLDA are in excellent agreement with the experimental data. It shows
also that local field effects (LFE) are more important when the transferred momentum has a
z component, as seen also in §4.2.2: this is easily understood if one realizes that LFE are a
measure of the inhomogeneity of the system, and it is in z direction that layered materials like
graphite show less homogeneity. In fact, layered systems are among those for which LFE have
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Figure 5.3: From [4]. Calculated and measured loss function for different orientation angles between
the momentum transfer q (for q = 0.25Å−1) and the c axis directions. Dashed lines are obtained
without, continuous lines including LFE within the RPA. The dot-dashed curve in the Θ = 30
spectrum (hardly distinguishable from the continuous one) is a TDLDA result (with LFE). A broad-
ening of 0.5 eV was used. The thick lines denot the results with a double interlayer spacing. The
experimental results [56] are indicated by the dotted lines.

more influence.
In [5], among other results, the plasmon dispersion is found and compared to experimental data:
see Fig. 5.4.

In [55], RPA calculations and IXS measurements are used to reveal and explain a striking
discontinuity in the dynamic structure factor S(q, ω) of graphite at momentum transfers qr+G0

close to Bragg allowed reciprocal lattice vectors G0: infinitesimal changes in the momentum
transfer induce strong changes in the resulting spectra. This kind of behaviour is deeply different
from the predictions that could be made with the homogeneous electron gas model. Thus this
anomaly represents an example of the important role played by local field effects in the electronic
properties of crystals.
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Figure 5.4: From [5]. Plasmon dispersion in graphite. Filled (open) symbols denote plasmon-peak
positions for in-plane momentum qx(qy). The results of calculations are denoted by squares and
circles joined by lines to guide the eye, whereas the diamonds are the experimental data for the π
and π + σ [56] plasmons. q is given in units of Å−1. Insets display plasmon-peak versus q2y and the
least-square-fit lines.

Figure 5.5: From [55] a) Dynamic structure factor S(η + G0, ω) for small deviations |η| = 5·Å−1

from reciprocal lattice vectors G0 calculated with (solid line) or without (dashed line) LFE. Bottom:
for G0 = (0, 0, 0), S(η, ω) depends on the direction of η. Middle: for G0 = (0, 0, 1), arbitrary η lead
to the same spectrum. Top: forG0 = (0, 0, 2), S(η + G0, ω) again changes with η, but only when
LFE are included. b) Definition of the angles α and α′.



6
Microscopic charge fluctuations

Energy-loss techniques experiments (such as inelastic x-ray, electron, or neutron scattering)
normally give results in frequency representation.
Anyway, if such measurements truly reflect dynamics, a temporal representation may also be
illuminating. A 2004 paper by Abbamonte et al. [2] shows that this frequency response can be
inverted in time and space, allowing real time imaging of electron dynamics in a medium. This
allows the spatial and temporal extent of an excitation to be determined.

6.1 Imaging dynamics from experimental results

In the reference paper, the authors consider the results from a inelastic x-ray scattering
experiment on a sample of liquid water.
In IXS, a photon with well defined momentum and energy (ki, ωi) is impinged on a specimen that
scatters it to a final (kf , ωf ). The resulting spectral density of scattered photons is proportional
to the dynamic structure factor of the material

S(K, ω)

where K = ki − kf and ω = ωi − ωf are the transferred momentum and energy.
S(K, ω) is related to the imaginary part of a response function by the fluctuation-dissipation
theorem, as seen in §5.1.3. Im{χ(K, ω)} can be thereby experimentally determined.

This what is done in the experiment described in [2]; the IXS data set at disposal provides the
imaginary part of the response function χ(K, ω). It is important to note that the experimental
technique which is usually adopted in IXS provides just the diagonal part of the more general
χ(K,K′, ω): this will have great relevance in the following.
The real part can be retrieved by exploiting the causal properties of χ (i.e. using Kramers
Kronig relations), if the imaginary part is known for a large number of frequencies1.
With Re{χ(K, ω)} and Im{χ(K, ω)}, the reconstruction of χ(r, t) is in principle possible.
In the paper this procedure is used to image the disturbance generated by a point perturbation
in liquid water:

Vext = δrr0δ(t− t0) (6.1)

The resulting time frames are in Fig. 6.1.

1To obtain the real part, one should in principle know the imaginary part at all frequencies (see Eq.A.5 in
Appendix A)
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Figure 6.1: Time frames of χ(r, t) in units of Å−6 [2]

As the medium is isotropic, the disturbance is spherically symmetric, and each image is a
section of this sphere with χ(r, t) plotted in units of Å−6 on the vertical axis.
At negative times χ(r, t) vanishes and the system is ”placid”. At t = 0 the system is struck
with a positive perturbation, generating a negative recoil at the origin surrounded by a positive
buildup at |x| = 1.3 Å as current flows away from the source point. An anharmonic oscillation
occurs, with a time scale of order of the plasma frequency

T =
2π

ωp
= 180as

We see then that χ(r, t) provides then a means to visualize electron dynamics.

6.1.1 Diagonal and off-diagonal response

The frames in Fig. 6.1 represent an area of 10 Å, and the space resolution obtained from the
experimental momentum range is dx = 1.27Å. Nevertheless, individual atoms are not visible.
This is because the polarizability is actually a function of two spatial variables χ(r, r′, t) with
a Fourier transform of the form χ(q,q′, ω). This is an expression of non-locality: the response
function in a point of the system depends also on the other points of the system.
With only one momentum transfer in scattering, the experiment can only give the diagonal
response χ(q,q, ω). Translated in real space, this means considering an homogeneous medium:
this can be seen from the definition of the Fourier Transform of the two point function

χ(r, r′) =

∫
dqdq′ eiq·rχ(q,q′)e−iq′·r′
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which if q = q′ becomes

χ(r, r′) =

∫
dqdq′ δ(q − q′)χ(q,q′)ei(q

′·r−q·r′) =

=

∫
dqχ(q)eiq·(r−r′) = χ(r − r′)

where only the distance dependence (r − r′) is left.
What is obtained in the experimental paper are thus only spatial averages, the result of the
mean of many events at different locations in the specimen.

The cited paper considers the case of inelastic x-ray scattering. With the techniques described
in the previous chapters, we are able to simulate the results of energy loss experiments, such
as IXS or EELS. There will be a major difference between our results and the ones used in the
paper: we can calculate also off-diagonal elements of the matrix

χ(q, ω) =




χG0G0
(q, ω) χG0G1

(q, ω) · · · χG0GN
(q, ω)

χG1G0
(q, ω) χG1G1

(q, ω) · · · χG1GN
(q, ω)

...
χGNG0

(q, ω) χGNG1
(q, ω) · · · χGNGN

(q, ω)




and so we expect to obtain a better resolution than the one in the reference article, because we
will not be making hypothesis of the homogeneity of the system.
We choose to visualize the oscillations of charge in our system, so we are interested in the quan-
tity ρind appearing in Eq.(B.13).
In our case, the response function is the polarizability χ, that we can obtain from our TDDFT
calculation with DP. The idea is to develop a program able of post-processing data given by DP
to study electronic dynamics in graphite.

We want to use the tools at our disposal to investigate the importance of the off-diagonal
elements in the response of our system, in order to point out which experimental measures would
be needed to achieve a better spatial resolution in this kind of technique.

6.2 Plane wave as external perturbation

We want to apply the general formula Eq.(B.13) found in §B.3

ρind(r, t) =
1

Ω

∑

qr

∑

GG′

∫
dω χGG′(qr, ω)Vext(qr + G′, ω)ei(qr+G)·re−iωt (6.2)

to find the induced charge density in real space and time. We will use this general formula for
different Vext.

First, consider a plane wave of given frequency ω0 and wavelength
2π

q0
:

V̂ext(r, t) = ei(q0·r−ω0t) (6.3)

Note that now V̂ext is a complex quantity, introduced for mathematical reasons. In Fourier space
this becomes:

V̂ext(q, ω) = δq,q0
δ(ω − ω0)
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Using the notation

q = qr + G

q0 = q0r + G0

we obtain
V̂ext(q) = δqr+G,q0

δ(ω − ω0) = δqr,q0r
δG,G0

δ(ω − ω0)

In Fourier space the induces charge reads (using Eq.(B.12))

ρ̂ind(qr + G, ω) =
∑

G′

χGG′(qr, ω)V̂ext(qr + G′, ω)

=
∑

G′

χGG′(qr, ω)δqr,q0r
δG′,G0

δ(ω − ω0) =

= χGG0
(qr, ω)δqr,q0r

δ(ω − ω0) (6.4)

The induced charge density in real space can be obtained either Fourier transforming Eq.(6.4)
or using the expression (6.2). As we used a complex form of potential, ρind results complex. In
this particular case, the integrals over the first Brillouin zone and over ω are killed by the two
δ functions.

ρ̂ind(r, t) =
1

Ω

∑

qr

∑

G

∫
dωρ̂ind(qr + G, ω)ei(qr+G)·re−iωt

=
1

Ω

∑

G

χGG0
(q0r, ω0)e

i(q0r+G)·re−iω0t (6.5)

Eq.(6.5) yields then the charge density induced by a plane wave in a crystal. As one could ex-
pect, the plane wave perturbation selects only the ω0 frequency in the response (this corresponds
mathematically to the δ). One sum on G vectors remains: this accounts for the off-diagonal
elements which improve the spatial resolution of our results.
As our potential was a plane wave written in the complex exponential notation, the resulting
quantity for the induced charge is still complex. To achieve a physical meaning, we have to take
either the real or the imaginary part of this quantity ρ̂ind, that is to say, the response to the real
or imaginary part of the potential: we choose the real one, which corresponds to the response
to a cosinus potential.

If we take a “snapshot” of our perturbation at t = 0, we are left only with the spatial part
of Eq. (6.4)

ρind(qr + G) = χGG0
(qr)δqr,q0r

(qr) (6.6)

When the external perturbation is a plane wave, in the reciprocal space it is a spike, and the
response is a series of spikes a G away one from the other.
This discreteness derives from the fact that χGG0

is a matrix because our system is a crystal:
this can be physically interpreted as Bragg scattering of internal fields.

Now that the analytical solution is clear, it is necessary to implement it in a code.
An important part of the work has been dedicated to the preparation of a code that could allow
to visualize the real space and time dynamics related to the chosen perturbation; the program
has been written with the Python [57] coding language. It works with the χGG′(q, ω) given in
input and produces as output the induced charge ρ̂(r, t) in the simulation cell.
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6.2.1 Results

We start with visualizing the induced charge ρind in a plane. We can fix both the energy and
the momentum of the external plane wave: as previously said, we would like to investigate the
nature of collective oscillations, so we will focus on energies corresponding to plasmon peaks in
the EELS spectra of graphite (Fig. 4.13).

Snapshot in energy range 0-45 eV

We begin by looking at t = 0, using thus Eq.(6.6). We look at the induced charge near one
plane for different energies ω0 of the plane wave, for which we choose an in-plane transferred
momentum qx. The x actually refers to reciprocal space and means that q is in the direction of
b1 (see §4.1.4).
The kind of image we obtain is reproduced in Fig. 6.2 for an in-plane q → 0 and ω0 = 7eV.

Figure 6.2: Induced charge density in a plane of graphite by a plane wave at t = 0. ω0 = 7 eV,

q = 0.00005 · b1. The black arrow shows the direction of q, the unit of charge density is
e

bohr3

In Fig. 6.2, the red regions are the ones where there is more charge than equilibrium, and
the blue ones where there is less. The dark spots are the atoms of the plane: what we see is the
polarization induced around them by Vext .
We are considering a plane wave as external perturbation, which is different from the delta per-
turbation used in [2] to obtain Fig. 6.1. Anyway, it is possible to compare the spatial resolution
of the results in Fig. 6.1 and Fig. 6.2. With our technique, details in the atomic scale are
visible; this is an improvement with respect to Fig. 6.1, where what was seen was only a spatial
average.
What is obtained by considering the energy range between 0 and 45 eV is summarized in Fig.
6.3. The colorscale is the same shown in Fig. 6.2.

With a look at these images one can notice that the greater values of induced charge (res-
onances) occur for energies near to plasmon peaks. So we can reasonably say that there is a
connection between what we are looking at and plasmons.
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Real and Imaginary part

In order to make this connection less qualitative, we need a quantity which could be repre-
sentative of the amount of induced charge in the simulation cell. A resonable guess could be the
maximum amplitude of the oscillation induced by the external potential; however, we cannot
simply take the maximum of the induced charge in our simulation cell, because we cannot be
sure that the maximum of the long-wavelength perturbation actually occurs in the cell. In order
to overcome this difficulty, we can exploit the complex nature of the calculated induced charge.
We started with a complex potential V̂ext to simplify calculations, and this brought to a complex
induced charge ρ̂ind. We said previously that the physical meaning should be given just to the
real or imaginary part of both V̂ext and ρ̂ind; more generally speaking, the need is to choose a
phase ϕ of V̂ext and consider the same phase of ρ̂ind to obtain the physically relevant Vext and
ρind, as shown in Fig. 6.4.

Figure 6.4: Choice of the phase for ρind

This can be mathematically expressed as

ρind = Reϕ{ρ̂ind} = Re{ρ̂ind} cosϕ+ Im{ρ̂ind} sinϕ =

= Re{ρ̂inde
−iϕ}

where with Reϕ we mean the real part with respect to the axes rotated by ϕ.
The real and imaginary part are particular cases of this more general definition:

ϕ = 0 ρind = Re0{ρ̂ind} = Re{ρ̂ind}
ϕ =

π

2
ρind = Reπ

2
{ρ̂ind} = Re{−iρ̂ind} = Im{ρ̂ind}

The arbitrariness of the choice is then contained in the phase e−iϕ.
Consider again the form taken by the induced charge in real space:

ρ̂ind(r, t) =
1

Ω

∑

G

χGG0
(q0r, ω0)e

i(q0r+G)·re−iω0t

It can be seen that both the spatial and temporal dependence are given by a complex exponential.
Thus, the choice of ϕ is equivalent to a translation in space or time: this implies that the complex
nature of our variables allows us to explore how the amplitude of ρind varies in space and time.
In particular, if we want to calculate the maximum amplitude of the induced charge for a given
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perturbation, we can use the relations

max
r,R

ρind(r + R, t) = max
r

|ρ̂ind(r, t)|

max
r,t

ρind(r + R, t) = max
r

|ρ̂ind(r, t0)| ∀t0 (6.7)

where R is a vector of the Bravais lattice and r is a coordinate in the unit cell, so that the
dishomogeneity of the material is taken in account. The meaning of Eqs.(6.7) is that finding
the maximum induced charge in space (or time) corresponds to finding the maximum response
among those to at all possible phases of V̂ext, that is, the maximum of the absolute value, which
takes the phase into account.

The absolute value max|ρ̂ind|r is then a physically relevant quantity, and we can plot it for
the range of energies previously considered, for q → 0 and q0 6= 0 (Fig. 6.5).

Figure 6.5: Maximum of induced charge density in the simulation cell for different q0. The charges

are normalized by the factor
1

|q0 + G0|

The peaks have the same positions as in the spectra seen in §4.2.2, and this confirms the
impression given by Fig. 6.3 and the connection with plasmons. We also observe the same peak
dispersion as expected on the basis of theory [5].
As pointed out in the caption of Fig. 6.5, there is a big difference between the magnitudes of
the charge for q → 0 and q 6= 0. This can be understood from the mathematical point of view
if we look at the expression for the force resulting from the potential 6.3:

F̂ext = −dV̂ext

dr
= −i(q0 + G0)ei(q0+G0)·re−iωt

from which it is evident that F̂ext ∝ q0. Then a smaller q0 induces a smaller charge, as one
could reasonably expect by thinking that a smaller transferred momentum is actually a lighter
”kick” on the electronic system.
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3D visualization

A different and effective visualization is possible if a value for ρind is fixed and isosurfaces of
induced charge drawn.
Fig. 6.6 contains the isosurfaces for the two plasmon energies ω0 = 7 eV (a) and ω0 = 29.5 eV
(b) at vanishing in-plane momentum. It is visible that the polarization is in the direction of q0,
along the bonds between carbon atoms.

The same images for q 6= 0 are much more illuminating. Fig. 6.7a corresponds to a ω0 = 9eV
plane wave, thus corresponding to the first plasmon excitation (see Fig.4.13), the so called π

plasmon. Actually the shape of isosurfaces in Fig. 6.7a ressembles very closely the shape of π
orbitals, the ones supposed to be involved.
In Fig. 6.7b, whose energy correspond to the π + σ plasmon, a contribution from sigma bonds
can be seen, even if this is less clear than in the previous case.
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(a) ω0 = 7eV

(b) ω0 = 29.5eV

Figure 6.6: 3D visualization for q → 0 , |ρ(r, 0)| = 0.00001
e

bohr3
.
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(a) ω0 = 9eV

(b) ω0 = 32eV

Figure 6.7: 3D visualization for q = 0.25 · b1, |ρ(r, 0)| = 0.044
e

bohr3
.
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6.3 A delta perturbation in time

Consider now a different external perturbation, localized in time:

V̂ext(r, t) = eiq0·rδ(t− t0)

This potential is nearer to the delta perturbation in space and time in Abbamonte’s paper [2].
In reciprocal space this corresponds to

V̂ext(q, ω) =
1

2π
δqq0

∫
dt eiωtδ(t− t0)

=
1

2π
δqq0

eiωt0

As previously, we consider first the induced charge density in reciprocal space

ρ̂ind(qr + G, ω) =
∑

G′

χ̂(qr + G,qr + G′, ω)V̂ext(qr + G′, ω) =

=
1

2π
χ̂(qr + G,qr + G0, ω)δqrqr0

eiωt0

and then we finally find the induced charge in real space and time:

ρ̂ind(r, t) =
1

Ω

∑

qr

∑

G

∫ +∞

−∞
dωρ̂ind(qr + G, ω)ei(qr+G)·re−iωt

=
1

2πΩ

∑

G

ei(qr0+G)·r

∫ +∞

−∞
dω χGG0

(qr0, ω)e−iω(t−t0) (6.9)

Comparing Eqs.(6.5) and (6.9) we see that in the latter a sum on frequencies is involved, which
is more complicated also from the computational point of view.

Actually, we do not know the value of χ at all frequencies, but only at those for which we
calculated the spectra, that is to say a finite and discrete set of frequencies.
A first problem is that the integration in Eq.(6.9) is performed on frequencies going from −∞
to +∞.
We decide to calculate χ also for negative frequencies, which is not normally done, and to choose
a reasonable value of energy to end the calculation.
A possible way to consider just positive frequencies is shown in §B.5, and a method to extend
the integral to high frequencies is in §D.2.

The second problem is the fact that our χ(ω) is discrete. Fourier theory implies that χ(t) is
periodic, a property incompatible with the costraint that χ(t) vanish for all t < 0 required by
causality. The periodical repetition of χ(t) is the so-called aliasing, which implies a repetition

of χ(t) after a ta =
2π

∆ω
.

What can be tried to reduce this problem is to take a small ∆ω so that the repetition appear
out of the temporal interval we are interested to. With ∆ω = 0.5 eV we get ta ≃ 8300 as, which
is over the timescale we expect electron dynamics to be.

If we substitute the integral in Eq.(6.9) with a finite sum over discrete frequencies, we get
something different from the ideal δ we would like to have as Vext.
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6.3.2 Analytical solution for simple cases

The calculation we made in the previous section includes millions of transitions and LFE.
The greatest simplification from which we can start is considering a non-interacting system,
taking just one transition and excluding off-diagonal elements.
We consider the case q → 0; our procedure will be to obtain an analytical solution for the
problem, and then compare it with the resuts given by our program for that particular problem.

χ0 for one transition

The general formula

χ0(q,G,G′, ω) =
2

Ω

∑

i,j,k

(fj,k+q − fi,k)〈i,k|ei(q+G′)·r′ |j,k + q〉〈j,k + q|e−i(q+G)·r|i,k〉
ω − (ǫj,k − ǫi,k) + iη

=
2

Nk · Ωcell

∑

i,j,k

(fj,k+q − fi,k)ρ̃ijk(q,G)ρ̃∗ijk(q,G′)

ω − (ǫj,k+q − ǫi,k) + iη

becomes in the simple case G = G′ = 0, just one transition (one k vector):

χ0(q, 0, 0, ω) =
2

Ωcell

[
ρ̃12k(q, 0)ρ̃∗12k(q, 0)

ω − (ǫ2,k+q − ǫ1,k) + iη
− ρ̃21k(q, 0)ρ̃∗21k(q, 0)

ω + (ǫ2,k+q − ǫ1,k) + iη

]
=

=
2

Ωcell

[ |ρ̃12k(q)|2
ω − ∆ǫ+ iη

− |ρ̃21k(q)|2
ω + ∆ǫ+ iη

]

Considering time reversal symmetry we see that |ρ̃21|2 = |ρ̃12|2 = |ρ̃|2 (see §B.4).
So the formula becomes2

χ0
00(q, ω) =

2

Ωcell

[ |ρ̃(q)|2
ω − ∆ǫ+ iη

− |ρ̃(q)|2
ω + ∆ǫ+ iη

]
(6.10)

We want to use this simple χ0 to approximate χ in the formula for the induced charge density
(6.9)

ρ̂ind(r, t) =
1

2π

∑

G

ei(qr0+G)·r

∫ +∞

−∞
dω χGG0

(qr0, ω)e−iω(t−t0) =

≃ 1

2π
eiqr0·r

∫ +∞

−∞
dω χ0

00(qr0, ω)e−iω(t−t0) (6.11)

To calculate the integrals of the two complex terms in Eq.(6.10) we use the Residue Theorem
and Jordan’s Lemma[60]. We start with the first term (resonant):

∫ +∞

−∞

e−iω(t−t0)

ω − ∆ǫ+ iη

We have to distinguish the two cases for t > t0 and t < t0:

2From this expression it is visible that the first non zero term in the expansion is the 1

ω2 one.
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(a) (b)

Figure 6.18: Contours of integration for the first term of Eq.(6.10)

• t > t0 We choose as circuit for integration the semicircle in the lower half plane shown
in Fig. 6.18a, which contains a pole in ω′ = ∆ǫ − iη. Following the Residue theorem, we
know the integral over the circuit is

∮
e−iω(t−t0)

ω − ∆ǫ+ iη
= (−1)2πiRes(f, ω′)

where the minus sign is due to the direction of integration (clockwise). This integral can
be divided in two parts:

∮
e−iω(t−t0)

ω − ∆ǫ+ iη
=

∫ +∞

−∞

e−iω(t−t0)

ω − ∆ǫ+ iη
+

∫

C

e−iω(t−t0)

ω − ∆ǫ+ iη

and the

∫

C

tends to 0 thanks to Jordan’s Lemma. The pole in ω′ is of the first order, so

the residue is given by
Numerator(pole)

d
dω

Denominator|pole

Then we finally get

∫ +∞

−∞

e−iω(t−t0)

ω − ∆ǫ+ iη
= −2πi e−i∆ǫ(t−t0)e−η(t−t0) for t > t0

• t < t0 The integration circuit is the upper half plane (Fig. 6.18b), which contains no
poles. So the integration gives zero in this case.

The result of the integration of the first term in Eq.(6.10) is then

∫ +∞

−∞

e−iω(t−t0)

ω − ∆ǫ+ iη
= −2 Θ(t− t0)πi e

−i∆ǫ(t−t0)e−η(t−t0)

A similar reasoning leads to the result for the integration of the anti-resonant term3

∫ +∞

−∞

e−iω(t−t0)

ω + ∆ǫ+ iη
= −2 Θ(t− t0)πi e

i∆ǫ(t−t0)e−η(t−t0)

3From these explicit calculations we see that in order to have a response function for the electronic character,
which has to be causal, the sign of the imaginary part iη is important: mathematically, it “puts” the poles in the
right part of the complex plane.
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If we put these results in Eq.(6.11) we get

ρ̂ind(r, t) =
2

Ωcell
i eiq·r Θ(t− t0) e

−η(t−t0) |ρ̃|2 (ei∆ǫ(t−t0) − e−i∆ǫ(t−t0)) =

=
2i

Ωcell
[cos(q · r) + i sin(q · r)]Θ(t− t0)e

−η(t−t0) · 2i sin(∆ǫ(t− t0)) · 2|ρ̃|2 =

= − 4

Ωcell
Θ(t− t0)e

−η(t−t0)[cos(q · r) + i sin(q · r)] sin(∆ǫ(t− t0)) · |ρ̃|2

So the real and imaginary parts are

Re ρ̂ind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) cos(q · r) sin(∆ǫ(t− t0)) · |ρ̃|2 (6.12)

Im ρ̂ind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) sin(q · r) sin(∆ǫ(t− t0)) · |ρ̃|2 (6.13)

Notice that the maximum of the response is delayed with respect to t0, just like in the results of
the previous section. This is typical behaviour one finds in simple quantum mechanical systems,
and has an analogous even in the classical harmonic oscillator, which needs a characteristic time
to reach the maximum of oscillation. The behaviour we get in Fig. 6.19 is that of a simple
damped oscillation4, led by the sin term as we are considering the case q = 0.

χ0 for two transitions

The next step is to consider two transitions instead of just one. If we add another transition
with energy ∆ǫ2 the polarizability in Eq. (6.10) becomes

χ0
00(q, ω) =

2

Ωcell

[ |ρ̃1(q)|2
ω − ∆ǫ1 + iη

− |ρ̃1(q)|2
ω + ∆ǫ1 + iη

+
|ρ̃2(q)|2

ω − ∆ǫ2 + iη
− |ρ̃2(q)|2
ω + ∆ǫ2 + iη

]

This yields an induced charge density

ρ̂ind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) eiq·r
(
|ρ̃1|2 sin(∆ǫ1(t− t0)) + |ρ̃2|2 sin(∆ǫ2(t− t0))

)

We get as real and imaginary parts

Re ρ̂ind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) cos(q · r)
(
|ρ̃1|2 sin(∆ǫ1(t− t0)) + |ρ̃2|2 sin(∆ǫ2(t− t0))

)

Im ρ̂ind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) sin(q · r)
(
|ρ̃1|2 sin(∆ǫ1(t− t0)) + |ρ̃2|2 sin(∆ǫ2(t− t0))

)

In the two transitions case the resulting induced charge is the combination of the characteristic
oscillations corresponding to the two characteristic energies E1 and E2, weighted by the proba-
bilities ρ̃. These same coefficients determine the contribution of each characteristic time to the
total delay, which will be influenced by the most relevant transition. This reasonement can be
easily extended to an arbitrary number of independent transitions.

4Actually the damping is given by η, which in the practical calculation should be as small as possible
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By substituting Eq.(6.10) in this last equation we get

χ =
1

Ωcell
· 4|ρ̃(q)|2∆ǫ
(ω + iη)2 − ∆ǫ2

·
[
1 − v

Ωcell
· 4|ρ̃(q)|2∆ǫ
(ω + iη)2 − ∆ǫ2

]−1

=

=
1

Ωcell
· 4|ρ̃(q)|2∆ǫ
(ω + iη)2 − ∆ǫ2

· Ωcell[(ω + iη)2 − ∆ǫ2]

Ωcell[(ω + iη)2 − ∆ǫ2] − 4v|ρ̃(q)|2∆ǫ =

=
4|ρ̃(q)|2∆ǫ

Ωcell[(ω + iη)2 − ∆ǫ2] − 4v|ρ̃(q)|2∆ǫ (6.15)

We define

∆̂ǫ
2

= ∆ǫ2 +
4v|ρ̃(q)|2∆ǫ

Ωcell

so that we can rewrite Eq.(6.15) as

χ =
1

Ωcell
· 4|ρ̃(q)|2∆ǫ
(ω + iη)2 − ∆ǫ2 − 4v|ρ̃(q)|2∆ǫ

Ωcell

=
1

Ωcell
· ∆ǫ

∆̂ǫ
· 4|ρ̃(q)|2∆̂ǫ
(ω + iη)2 − ∆̂ǫ2

We notice that the last factor of this last expression has the same form as Eq.(6.14), and we can
deduce the result of the integration in analogy with before:

∫ +∞

−∞
dω χ(q, ω)e−iω(t−t0) =

4

Ωcell
· ∆ǫ

∆̂ǫ
Θ(t− t0)e

−η(t−t0)πi
[
ei

c∆ǫ(t−t0) − e−ic∆ǫ(t−t0)
]
|ρ̃(q)|2

The induced charge density is then

ρind(r, t) =
1

2π
eiq0·r

∫ +∞

−∞
dω χ(q, ω)e−iω(t−t0) =

= − 4

Ωcell
Θ(t− t0)

∆ǫ

∆̂ǫ
e−η(t−t0)eiq0·r sin(∆̂ǫ(t− t0))

We can write more explicitly the real and imaginary parts as

Reρind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) ∆ǫ√
∆ǫ2 + 4v|ρ̃(q)|2∆ǫ

cos(q0 · r) sin(∆̂ǫ(t− t0))

Imρind(r, t) = − 4

Ωcell
Θ(t− t0)e

−η(t−t0) ∆ǫ√
∆ǫ2 + 4v|ρ̃(q)|2∆ǫ

sin(q0 · r) sin(∆̂ǫ(t− t0))

From these relations it is visible that the introduction of the Coulomb interaction increases the

oscillation frequency (as ∆̂ǫ > ∆ǫ) and slightly decrease the amplitude of a factor
∆ǫ

∆̂ǫ
.

While χ0 stands for independent interband transitions, in χ the interaction between electrons is
taken into account: this is the first step to describe collective phenomena, like plasmons.
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χ0 as a two dimensional matrix

In order to model the inclusion of local field effects, let us consider now the case of χ0 for one
transition with energy ∆E, but besides G0 = (0, 0, 0) let us take also other diagonal elements,
let us name it with a generic Gx. Our χ0 has then the form

χ0
GG(qr, ω) =



χ0

G0G0
(qr, ω) χ0

G0Gx
(qr, ω)

χ0
GxG0

(qr, ω) χ0
GxGx

(qr, ω)


 .

where the four elements are

χ0
G0G0

(qr, ω) =
2

Ωcell

[ |ρ12(qr,G0)|2
ω − ∆ǫ+ iη

− |ρ21(qr,G0)|2
ω + ∆ǫ+ iη

]

χ0
GxGx

(qr, ω) =
2

Ωcell

[ |ρ12(qr,Gx)|2
ω − ∆ǫ+ iη

− |ρ21(qr,Gx)|2
ω + ∆ǫ+ iη

]

χ0
G0Gx

(qr, ω) =
2

Ωcell

[
ρ̃12(qr,G0)ρ̃∗12(qr,Gx)

ω − ∆ǫ+ iη
− ρ̃21(qr,G0)ρ̃∗21(qr,Gx)

ω + ∆ǫ+ iη

]

χ0
GxG0

(qr, ω) =
2

Ωcell

[
ρ̃12(qr,Gx)ρ̃∗12(qr,G0)

ω − ∆ǫ+ iη
− ρ̃21(qr,G0)ρ̃∗21(qr,G0)

ω + ∆ǫ+ iη

]

From Eq.(6.11) we see that we just need to sum over the left wing, that is χG0G0
and χGxG0

.
From the previous paragraphs we know the general formula
∫ +∞

−∞
dω

[
A

ω − ∆ǫ+ iη
− B

ω + ∆ǫ+ iη

]
eiω(t−t0) = 2Θ(t−t0)πie−η(t−t0)

[
Bei∆ǫ(t−t0) −Ae−i∆ǫ(t−t0)

]

Then in this case we find for the induced charge density, using Eq.(6.11) and dropping the
dependence of ρ̃’s on qr for simplicity:

ρ̂ind(r, t) =
1

2π
· 2

Ωcell
· 2Θ(t− t0)πie

−η(t−t0)·

·
[
ei(qr+G0)·r

(
2i|ρ̃(G0)|2 sin(∆ǫ(t− t0)

)
+

+ ei(qr+Gx)·r
(
ρ̃21(G0)ρ̃

∗
21(Gx)ei∆ǫ(t−t0) − ρ̃12(Gx)ρ̃∗12(G0)e−i∆ǫ(t−t0)

)]
=

=
2i

Ωcell
Θ(t− t0)e

−η(t−t0)eiqr·r·

·
[
2ieiG0·r|ρ̃(G0)|2 sin(∆ǫ(t− t0))+

+ eiGx·r
(
ρ̃21(G0)ρ̃

∗
21(Gx)ei∆ǫ(t−t0) − ρ̃12(Gx)ρ̃∗12(G0)e−i∆ǫ(t−t0)

)]

This formula can be easily extended to an arbitary number of off-diagonal elements:

ρ̂ind(r, t) =
2i

Ωcell
Θ(t− t0)e

−η(t−t0)eiqr·r·

·
[∑

Gi

eiGi·r
(
ρ̃21(G0)ρ̃

∗
21(Gi)e

i∆ǫ(t−t0) − ρ̃12(Gi)ρ̃
∗
12(G0)e−i∆ǫ(t−t0)

)]
(6.16)
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The disappearing of the real part in the q0 → 0 case seems to be due to the inclusion of local
field effects, as shown in the last paragraph. We can see this more explicitly in an alternative
way:

Importance of Local Field Effects

Now that we have understood something of the physics with the analytical solutions, we can
rely on mathematics to find out more about the nature of ρ̂ind.
We start once again from the external potential

V̂ext(r, t) = eiq0·rδ(t− t0)

In the limit of small q0, we have q0 · r ≪ 1 and it is possible to consider the Taylor expansion
of the previous expression:

V̂ext(r, t) =
[
cos(q0 · r) + i sin(q0 · r)

]
δ(t− t0) =

≃
[
1 − (q0 · r)2

]
δ(t− t0) + iq0 · rδ(t− t0)

The real part of the external potential seems to be dominant with 1 > q0 · r.
We know that the expression for the induced charge in real space is (see Eq.(B.10))

ρind(r, t) =

∫
dr′
∫

dt′χ(r, r′, t− t′)Vext(r
′, t′)

χ(r, t) is real, and we have just seen Vext to be nearly real: so we would expect ρind to be real
too, which would mean ρ̂ind = ρ̂∗ind.
For this perturbation we have

ρ̂ind(r, t) =
1

2πΩ

∑

G

ei(qr0+G)·r

∫ +∞

−∞
dω χGG0

(qr0, ω)e−iω(t−t0) (6.17)

ρ̂∗ind(r, t) =
1

2πΩ

∑

G

e−i(qr0+G)·r

∫ +∞

−∞
dω χ∗

GG0
(qr0, ω)eiω(t−t0) =

=
1

2πΩ

∑

−G

ei(−qr0+G)·r

∫ +∞

−∞
dω χ∗

−GG0
(qr0,−ω)e−iω(t−t0)

where we have used the change of variables G → −G and ω → −ω 5.
To compare the two and test the reality of ρ̂, we use the symmetry property

χ(q,q′, ω) = χ∗(−q,−q′,−ω)

related to the fact that χ(r, t) is real. We get

ρ̂∗ind(r, t) =
1

2πΩ

∑

−G

ei(−qr0+G)·r

∫ +∞

−∞
dω χG−G0

(−qr0, ω)e−iω(t−t0) (6.18)

By comparing Eqs.(6.17) and (6.18) we deduce the conditions for ρ̂ind(r, t) to be real:

5

Z

+∞

−∞

dω f(ω) =

Z

−∞

+∞

d(−ω) f(−ω) =

Z

+∞

−∞

dω f(−ω)
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- the sum must contain G and −G;

- q0 → 0;

- G0 = 0

Our calculation satisfies the first two conditions, but the inclusion of off-diagonal elements makes
the third condition not always fulfilled.
Let us name

C(G, ω) =
1

2πΩ
eiG·re−iω(t−t0)

Then we can write

ρ̂ind(r, t) =
∑

G

∫ +∞

−∞
dω C(G, ω)eiq0·rχG0(q0, ω)

ρ̂∗ind(r, t) =
∑

G

∫ +∞

−∞
dω C(G, ω)e−iq0·rχG0(−q0, ω)

With the condition q0 → 0 we can simplify by taking the Taylor expansion:

ρ̂ind(r, t) =
∑

G

∫ +∞

−∞
dω C(G, ω)(1 + iq0 · r)χG0(q0, ω)

ρ̂∗ind(r, t) =
∑

G

∫ +∞

−∞
dω C(G, ω)(1 − iq0 · r)λG χG0(q0, ω)

where the value taken by λG

λG =

{
+1 if G = 0
−1 else

derives from the symmetry relations that are valid in the case q → 0[61]:

χ00(q, ω) = χ00(−q, ω)

χG0(q, ω) = χG0(−q, ω)

Hence we find for the real and imaginary parts of ρ̂ind(r, t):

Re{ρ̂ind(r, t)} =
1

2

[
ρ̂ind(r, t) + ρ̂∗ind(r, t)

]
=

=
1

2

∑

G

∫ +∞

−∞
dω C(G, ω)χG0(q0, ω)

[
(1 + iq0 · r) + (1 − iq0 · r)λG

]
=

=

∫ +∞

−∞
dω
[
1 · C(0, ω)χ00(q0, ω)︸ ︷︷ ︸

head

+ i(q0 · r)
∑

G 6=0

C(G, ω)χG0(q0, ω)

︸ ︷︷ ︸
off-diagonal

]

Im{ρ̂ind(r, t)} =
1

2i

[
ρ̂ind(r, t) − ρ̂∗ind(r, t)

]
=

=
1

2i

∑

G

∫ +∞

−∞
dω C(G, ω)χG0(q0, ω)

[
(1 + iq0 · r) − (1 − iq0 · r)λG

]
=

=

∫ +∞

−∞
dω
[
(q0 · r)C(0, ω)χ00(q0, ω)︸ ︷︷ ︸

head

+ i(−1)
∑

G 6=0

C(G, ω)χG0(q0, ω)

︸ ︷︷ ︸
off-diagonal

]
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where the contribution of the head of the matrix and of the off-diagonal elements have been
clearly separated.
Thus we see that if the medium is considered as homogeneous, and just the component G = 0
is taken into account, the real part is actually dominant over the imaginary part, because the
same kind of term C(0, ω)χ00(q0, ω) is weighted by 1 and by (q0 · r), respectively.

Things are completely changed by the inclusion of the local field components, because they
give a greater contribution to the imaginary part. The final result is actually reversed with
respect to what we were expecting for, and the real part of the charge becomes nearly zero.
Even if the problem we have analyzed this is an ideal case, it clearly shows that local field effects
are absolutely necessary to the comprehension of microscopic dynamics.



Conclusions

The aim of this theoretical work has been the implementation of a method to calculate the
charge density induced in a system by an external perturbation in real space and time, following
an idea suggested by the experimental paper [2].
The key quantity needed by this technique is the polarizability in frequency and momentum
space χ(q,q′, ω) (a matrix χGG′(q, ω) in the case of crystals), which can be experimentally
measured through Energy Loss experiments and to which two Fourier Transforms can be ap-
plied in order to obtain the response in real space and time. In this work, this general technique
has been applied to graphite.

A particular emphasis has been given to the study of the off-diagonal elements of χGG′(q, ω),
which are not considered in the reference article [2] because of the difficulty in their experimental
determination.
The calculation of χ has been carried out by using the techniques of Theoretical Spectroscopy,
and then postprocessed with a newly implemented Python code. We have performed calcula-
tions of the response of our system to two test external perturbations, a plane wave potential
and a delta perturbation in time. Thanks to these applications, it has been possible to explicitly
show that the inclusion of off-diagonal elements allows to reach an atomic resolution, and a
study was carried out about which elements contribute the most to this resolution.
The time development of the system response was investigated through both numerical calcula-
tions and simple analytical models. The relation between the observed charge oscillations and
plasmon excitations was also studied, allowing thus an analysis of their nature, by discovering
which electrons contribute to the excitations.
The high-frequency behaviour of the off-diagonal elements has also been studied in detail and
compared with simple analytical models.

Possible perspectives of this work could be the implementation of other perturbations, for
example a delta perturbation in space and time. This would allow the study of the different
behaviour of localized and delocalized excitations, their behaviour in an anisotropic medium and
their time evolution. This would represent a further step in order to give theoretical support to
experimental works on the subject of electronic dynamics.
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A
Linear Response Functions and

Kramers Kronig Relations

Under the action of an external perturbation, a system responds in its own characteristic way
[7]. If we consider a measurable property X whose unperturbed value is X0, we can write his
perturbed value in the linear approximation as

X = X0 + δX

In general, the induced response to an external stimulus f (usually an electromagnetic wave)
can be written in the linear approximation as

δX(r, t) =

∫∫ +∞

−∞
dr′dt′G(r, r′, t, t′)f(r′, t′) (A.1)

Equation (A.1) describes the response δX(r, t) of the system in the point r at a time t to the
perturbation f(r′, t′). The function G(r, r′, t, t′) is called the response function.
If we assume that the time is uniform, we can write

G(r, r′, t, t′) = G(r, r′, t− t′)

The complicated dependence on r and r′ in the spatial part can be simplified only in a local
approximation, i.e. if one assumes that what happens at a particular place depends only on the
fields existing at that place; in this case one would have:

G(r, r′, t, t′) = δ(r − r′)G(r, t− t′)

However, this dependence cannot be neglected in the phenomena we are considering in this work
(such as collective oscillations). However, here we are interested in properties concerning the
temporal dependence, so we will focus on this one.
We have to include the requirement that the system is causal:

G(r, r′, t− t′) = 0 t < t′ (A.2)

If one passes in frequency domain, an easier expression in obtained for the temporal part:

δX(ω) = G(ω)f(ω) (A.3)

In terms of Fourier transforms, a monochromatic stimulus f(ω) is just multiplied by G(ω) to
give the response δX(ω).
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If G(ω) has a pole at ω = ω0, i.e. the denominator of G(ω) vanishes at ω = ω0, then there
can be a finite response in the absemce of a stimulus. This means that ω0 corresponds to the
eigenfrequency of a normal mode of the system. For example, in plasma oscillations we have
the condition

D = Eext = εE = 0 (A.4)

for the plasma oscillation to sustain itself in the absence of an external field. If we write Eq.(A.4)
in a form analogous to (A.3)

E = ε−1Eext 6= 0

we see that ε−1 is the response function. Since the poles of the response function give the normal
modes or elementary excitations of the system, it is the zeros of the dielectric function that give
these natural frequencies.

A.1 Kramers-Kronig Relations

Response functions have some very important properties. In particular their real and imagi-
nary parts are connected by an interesting relationship.
Let ω be complex, ω̂ = ω1 + iω2. Then

G(ω) =

∫
dtG(t− t′)eiω̂(t−t′) =

∫
dtG(t− t′)eiω1(t−t′)e−ω2(t−t′)

The factor eiω1(t−t′) is bounded at all frequencies, while e−ω2(t−t′) is bounded only in the upper
half-plane for t − t′ > 0 and in the lower half-plane for t − t′ < 0. Then the requirement of
causality (A.2) requires the integral to be evaluated in the upper-half plane.
Now, let ω be on the real axis. From Cauchy’s theorem one can obtain

G(ω) =
1

iπ
pv

∫ +∞

−∞

dω′G(ω′)

ω′ − ω

where pv stands for principal value. If we now split G(ω) into its real and imaginary parts, we
get

ReG(ω) =
1

π
pv

∫ +∞

−∞

dω′ImG(ω′)

ω′ − ω
(A.5)

ImG(ω) = − 1

π
pv

∫ +∞

−∞

dω′ReG(ω′)

ω′ − ω
(A.6)

We see that the real and imaginary parts of the response function are not independent:
they are connected by means of formulas called dispersion relations. Eqs.(A.5) are the so-called
Kramers-Kronig relations, and imply that one can reconstruct one part if he knows the other,
but at all frequencies!
Kramers-Kronig relations can also say something about real and imaginary parts of ε, for which
they are usually written in terms of integrals over positive frequencies by exploiting the symmetry
properties:

ε1(ω) − 1 =
2

π
pv

∫ +∞

0

dω′ε2(ω
′)

ω′ − ω
(A.7)

ε2(ω) =
2ω

π
pv

∫ +∞

0

dω′[ε1(ω
′) − 1]

ω′ − ω
(A.8)
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A.1.1 Physical interpretation

We have seen that the condition of causality imposes some general relationships between the
real and imaginary parts of any causal functions in a purely mathematical treatment. We can
also see that some kind of relationships must exist between real and imaginary parts with a
simple picture.
Consider a single pulse of radiation incident on a system at time t = 0, and suppose that the
system can absorb only a narrow band of frequencies, only one in the most simplified limit. This
monochromatic component has an infinite time extension. To get the response of the system
we substract this component to the incident pulse: we get something which is clearly nonsense,
because no physical system can have an output before the arrival of the input signal. This
means that the response function of the system cannot simply describe the absorption, it must
also describe the way in which all other frequency components are shifted in phase so that they
cancel the absorbed component for times t < 0.
Thus the response function must have a real and imaginary part to describe both absorption
and phase shift, and the real part at a single frequency must be related to the imaginary part
at all other frequency and vice versa: there must be dispersion relations to satisfy causality.

Figure A.1: This figure illustrates schematically the basic reason for the logical connection of causality
and dispersion. a) An input A which is zero for times t less than zero is formed as a superposition
of many Fourier components b) such as B, each of which extends from t = −∞ to t = ∞. These
components produce the zero-input signal by destructive interference for t < 0. It is impossible to
design a system which absorbs just the component B without affecting other components, for in this
case, the output (c) would contain the complement of B during times before the onset of the input
wave, in contradictions with causality. Thus causality implies that absorption of one frequency must
be accompanied by a compensating shift pf phase of other frequencies; the required phase shifts are
described by the dispersion relation [62].
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A.2 Polarizability

What we want to calculate in this work is the response of the electronic system to an external
perturbation. The quantity that expresses this is a response function called polarizability, for
which we want to find a general expression [9].
If we consider an external perturbation F (r, t), the perturbation to the system Hamiltonian H0

is

H1(t) =

∫
drg(r)F (r, t)

where g(r) is the coupling variable between the perturbation and the system and H1 is expressed
in the interaction picture. It is possible to derive the linear response function in terms of ground
state quantities (the many body ground state N = |ϕ0〉) and obtain the Kubo formula for the
response function, which is valid for an observable g:

χ(r, r′, t− t′) = −i〈N |[g(r, t), g(r′, t′)]|N〉Θ(t− t′) (A.9)

A.2.1 The full polarizability

Let us consider an electronic system subject to an external perturbation Vext: the potential
will induce a charge density ρind, which in the linear approximation is given by

ρind(r, t) =

∫
dtdr′χ(r, r′, t− t′)Vext(r

′, t′) (A.10)

where χ is the polarizability of the electronic system. Here the coupling variable is ρ(r, t) and
the perturbative Hamiltonian is

H1(t) =

∫
drρ(r, t)Vext

It can be shown [9] that in this case

χ(r, r′, τ) = −iΘ(τ)
∑

j

[
fj(r)f

∗
j (r′)ei(E

N
0
−EN

j )τ − c.c.
]

where fj(r) = 〈N |ρ(r, 0)|jN 〉 and EN
j is the energy of the jth N -particle excited state. In the

frequency space

χ(r, r′, ω) =
∑

j

[
fj(r)f

∗
j (r′)

ω − Ωj + iη
+

fj(r)f
∗
j (r′)

ω + Ωj + iη

]
(A.11)

From Eq. (A.11) we can see that the full polarizability of the electronic system has poles at the
excitation energies of the N -particle system

Ωj = ±(EN
0 − EN

j )

which include both resonant and anti-resonant transitions (first and second term in Eq. (A.11).
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A.2.2 The Independent-Particle Polarizability

An important case in condensed matter theory is that of an indipendent-particle electronic
system subject to an external perturbation. In this case the independent-particle polarizability
is [9]

χ0(r, r′, ω) =
∑

k,k′

fk(1 − fk′)φ∗k(r)φk′(r)φ∗k′(r′)φk(r′)

ω − ωkk′ + iη
+ anti-resonant term (A.12)

where ωkk′ = ǫk−ǫk′ is the energy difference of two single-particle levels and fk is the occupation
number of the single-particle orbital.
We can see that the independent particle polarizability has poles at the independent-particle
excitation energies. With the anti-resonant term explicitly taken into account, Eq. (A.12)
becomes the important result

χ0(r, r′, ω) =
∑

k,k′

(fk − fk′)φ∗k(r)φk′(r)φ∗k′(r′)φk(r′)

ω − ωkk′ + iη
(A.13)





B
Some mathematical implications of

symmetry properties in crystals

This chapter is not intended to treat extensively the symmetry properties of crystals, but
rather to present some concepts and relations useful for the understanding of the work.

B.1 Direct and Reciprocal Lattice

B.1.1 Bravais Lattice

A fundamental concept in the description of crystalline systems is that of the Bravais Lattice,
which specifies the periodic array in which the repeated units of the crystal are arranged. It
consists of all points in space tith position vectors R of the form

R = n1a1 + n2a2 + n3a3 n1, n2, n3 ∈ Z

where a1,a2 and a3 are the three primitive vectors that generate the lattice.
The region of space spanned by the three primitive vectors is one of the possible choices of
primitive unit cell, a volume of space that when translated through all the vectors in the lattice,
just fills all of space without overlapping itself or leaving voids. One important kind of primitive
cell is the Wigner-Seitz cell: the WS cell about a lattice point is the region of space that is
closer to that point than to any other lattice point, and presents the same symmetry properties
of the Bravais lattice.

B.1.2 Lattice with a basis

A physical crystal can be described by giving its underlying Bravais lattice, together with a
description of the arrangement of atoms within a particular primitive cell. A crystal structure
consists of identical copies of the same physical unit, called the basis, located at all the points
of a Bravais lattice. This is the case of important structures like the one of diamond, and is
precisely the case of graphite (see §4.1.4).

B.1.3 Reciprocal Lattice

Consider a set of points {R} constituting a Bravais lattice and a plane wave eik·r. For general
k, such a plane wave will not have the periodicity of the Bravais lattice. The set of all wave
vectors G that yield plane waves with the periodicity of a given Bravais lattice is known as
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reciprocal lattice. Analytically G belongs to the reciprocal lattice of a Bravais lattice of points
R provided that the relation

eiG·R = 1

holds for all the vectors of the Bravais lattice. As a reciprocal lattice is always defined with
reference to a Bravais lattice, the latter is often referred to as direct lattice.
The G vectors are spanned by the primitive vectors b1, b2 and b3:

G = n1b1 + n2b2 + n3b3 n1, n2, n3 ∈ Z

The bi vectors are related to the direct lattice primitive vectors by the relation

ai · bj = 2πδij

The reciprocal lattice plays a fundamental role in the study of many properties of crystals, like
the electronic structure or the diffraction properties.

The Wigner Seitz primitive cell of the reciprocal lattice is known as the first Brillouin zone
(BZ): this has a great importance, because the symmetry of the systems allows one to describe
properties just in the first BZ and from this deducing those of the entire crystal.

B.1.4 Bloch’s Theorem

The ions in a perfect crystal are arranged in a regular periodic array. The study of the
electrons in the solid corresponds then to the problem of an electron in a potential with the
periodicity of the Bravais lattice. This is in principle a many-electron problem, but in the
independent electron approximation the electron-electron interactions can be included into an
effective periodic potential U(r). Independent electrons, each of which obeys a one electron
Schrödinger equation with a periodic potential, are known as Bloch electrons and their stationary
states have a very important property as a general consequence of the periodicity of the potential:

Bloch’s Theorem The eigenstates of the one-electron Hamiltonian H = −∇2

2 + U(r) where
U(r) = U(R + r) can be chosen to have the form of plane waves times a function with the
periodicity of the Bravais lattice:

ψnk(r) = eik·runk(r)

where unk(r) has the periodicity of the Bravais lattice.

Bloch’s theorem leads to a description of the energy levels of an electron in a periodic
potential in terms of a family of continuous functions ǫnk with the periodicity of the reciprocal
lattice, i. e. the band structure of the solid.

B.1.5 Periodic Boundary Conditions and integration in reciprocal space

When calculating properties of an electronic system, one always considersN electrons confined
to a volume Ω with dimensions L1, L2, L3. This confinement is mathematically expressed by a
boundary condition on the Schrod̈inger equation: the most frequently used boundary conditions
are the so-called Periodic Boundary Conditions (or Born-von Karman boundary condition),
which require the wavefunction ψk to be periodic with respect to the dimensions Li.



B.2 Fourier transforms 111

From these conditions it also possible to obtain [53] the number of allowed k-values per unit
volume of k space:

Nk =
Ω

(2π)3

This can be used to see how one can sum any smooth function F (k) over all allowed values in

k. The volume of k-space per allowed k value is ∆k =
1

Nk

=
(2π)3

Ω
so it is convenient to write

∑

k

F (k) =
8π3

Ω

∑

k

F (k)∆k

for the limit ∆k → 0 (that is, Ω → ∞) the sum above approaches the integral

∫
dkF (k).

So we can write this general relation for the integration in reciprocal space

lim
Ω→∞

1

Ω

∑

k

F (k) =
1

(2π)3

∫
dkF (k) (B.1)

B.2 Fourier transforms

We show now that all the properties we have resumed could be obtained also from Fourier
theory [63].

B.2.1 General definitions

The Fourier transform and antitransform of a general 1D position-dependent function f are
in our convention1

f(r) =
1

2π

∫ +∞

−∞
dkf̂(k)eikr f̂(k) =

∫ +∞

−∞
drf(r)e−ikr (B.2)

Let us apply this general definition to the particular case of a periodic function. Let f have a
period L. From Eq. (B.2)

f̂(k) =

∫ +∞

−∞
drf(r)e−ikr =

∑

n∈Z

∫
−

L
2

+nL

−L
2
+nL

drf(r)e−ikr =

=

∫ L
2

−L
2

drf(r)e−ikr
∑

n∈Z

e−inkL

The last line comes from the variable change r′ = r− nL and from the periodicity of f(r). The
last sum is nonzero if and only if kL is a multiple of 2π. This defines discrete values

kn =
2π

L
n

where Fourier coefficients are non-vanishing (the reciprocal lattice).
The Fourier transform of a periodic function is nothing but a Fourier series2:

f(r) =
1

L

∑

n∈Z

f̂(kn)eiknr f̂(kn) =

∫ L
2

−L
2

drf(r)e−iknr

1The ambiguity stands in the choice of the volume normalization and the sign of exponentials. This actually
has no influence for the final result, as long as one is coherent with himself. . .

2To obtain this, remember that in passing from an integral to a sum, dk has to be replaced by
2π

L
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These expressions tend to the original Fourier transform for L→ ∞.
It is possibile to extend this derivation to three dimensional periodic functions with periods a1,
a2 and a3:

f(r) =
1

Ωcell

∑

G

f̂(G)eiG·r f̂(G) =

∫

Ωcell

drf(r)e−iG·r (B.3)

where Ωcell is the unit cell and G are the vectors of the reciprocal lattice.

B.2.2 One-index periodic functions of a crystal

The crystal structure is periodic, with a unit cell of volume Ωcell repeated along 3 directions
N1,N2 and N3 times respectively, so that the total volume is given by Ω = N1N2N3Ωcell. All the
observables of a crystal are invariant by application of the same translations, and their Fourier
transforms are given by Eq.(B.3). Anyway, the wavefunctions are not observable, so they are
not periodic functions of a1, a2 and a3.
The Fourier transform f̂(K) of any function for which the PBC are adopted has K vectors
restricted to

K =
n1

N1
b1 +

n2

N2
b2 +

n3

N3
b3 n1, n2, n3 ∈ Z (B.4)

We can write the vector K as a crystal reciprocal lattice vector plus a vector qr that belongs to
the first Brillouin zone. Then

f(r) =
1

Ω

∑

qr,G

f̂(qr + G)ei(qr+G)·r f̂(qr + G) =

∫

Ω
drf(r)e−i(qr+G)·r (B.5)

In this case the normalization is over the total volume Ω = N1N2N3Ωcell: This because also a
normalization over the number of K is needed.
Notice that this result can be obtained also by applying the relation Eq.(B.1) to the general
convention in Eq.(1.21).

B.2.3 Two-index periodic functions

The Fourier transform of a periodic two-index quantity should be expressed as

f(r, r′) =
1

Ω

∑

qr,q′

r

∑

G,G′

ei(qr+G)·rf̂(qr + G,q′
r + G′)e−i(q′

r+G′)·r′ (B.6)

where qr,q
′
r are restricted to the first Brillouin zone. Thanks to the translational invariance

of the crystal, this expression can be simplified, and only one qr is needed. Tho show this, we
recall that for any vector R of the direct lattice the equality

f(r + R, r′ + R) = f(r, r′)

holds. If we Fourier transform the two sides of this last expression we get

∑

qr,q′

r

∑

G,G′

ei(qr+G)·(r+R)f̂(qr + G,q′
r + G′)e−i(q′

r+G′)·(r′+R) =

=
∑

qr,q′

r

∑

G,G′

ei(qr+G)·r)f̂(qr + G,q′
r + G′)e−i(q′

r+G′)·r′
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By definition of a reciprocal lattice vector we know that eiG·R = 1. Then

∑

qr,q′

r

[
ei(qr−q′

r)·R − 1
]
·
∑

G,G′

ei(qr+G)·r)f̂(qr + G,q′
r + G′)e−i(q′

r+G′)·r′ = 0 (B.7)

Since this must hold for any function f(r), Eq.(B.7) implies for any direct lattice vector R

ei(qr−q′

r)·R = 1

which means that qr − q′
r is a reciprocal lattice vector. As qr and q′

r are in the first Brillouin
zone, their difference can just be the zero vector: qr − q′

r = 0.
From this reasoning we can conclude that the expression for any two index function of a crystal
can be written as

f(r, r′) =
1

Ω

∑

qr

∑

G,G′

ei(qr+G)·r)f̂GG′(qr)e
−i(q′

r+G′)·r′ (B.8)

with

f̂GG′(q′
r) =

1

Ω

∫

Ω
drdr′ e−i(qr+G)·rf(r, r′)ei(qr+G′)·r′ (B.9)

In the case of two-index periodic functions the volume is required in both the directions of
transforming, because there are actually two fourier transforms.
Examples of important two-index periodic functions are the response functions in a non-homogeneous
medium, like ε(r, r′) and χ(r, r′).
Indeed in the case of a crystal we may express χ(q,q′, ω) in form of a matrix:

χGG′(qr, ω) =




χG0G0
(qr, ω) χG0G1

(qr, ω) · · · χG0GN
(qr, ω)

χG1G0
(qr, ω) χG1G1

(qr, ω) · · · χG1GN
(qr, ω)

...
χGNG0

(qr, ω) χGNG1
(qr, ω) · · · χGNGN

(qr, ω)




This notation implies that χ(q,q′) in a crystal is nonzero only if q and q′ differ by a reciprocal
lattice vector.
The same formalism can be extended also to the dielectric function ε, which is closely related
to χ (see expressions in §3.4).

B.3 Application: induced charge density in a crystal

Let us consider a general electronic system subject to an external perturbation Vext. This
potential causes an induced charge density that can be written in terms of the linear response
theory (Appendix A) as

ρind(r, t) =

∫
dr′
∫

dt′χ(r, r′, t− t′)Vext(r
′, t′) (B.10)

where χ, the response function, is the polarisability of the electronic system.
In Eq.(B.10), Vext and ρind are real, as they have a physical meaning. The response function
χ is real in the direct space, even if it is complex in reciprocal space.3 Eq. (B.10) is the most

3This implies symmetry constraints on χ in reciprocal space, such as χ(ω) = χ∗(−ω)
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general form, in which there are no hypothesis on the homogeneity of the system: this is the
reason why both r and r′ are present.
In Fourier space

ρind(q, ω) =
1

2π

∫
dr

∫
dte−iq·reiωtρind(r, t)

=
1

2π

∫
dr

∫
dt e−iq·reiωt

∫
dr′
∫

dt′χ(r, r′, t− t′)Vext(r
′, t′)

We use one of the properties of the Fourier Transform: FT[f ∗ g] = FT[f ] · FT[g].

1

2π

∫
dt eiωt

∫
dt′χ(t− t′)Vext(t

′) = χ(ω)Vext(ω) (B.11)

Now we see that

ρind(q, ω) =

∫
dr

∫
dr′e−iq·rχ(r, r′, ω)Vext(r

′, ω)

We are now left with the Fourier transform in space. We explicitly consider a crystal and express
q as qr + G; using Eq.(B.8) we can write χ(r, r′, ω) with its Fourier transform and obtain

ρind(qr + G, ω) =
1

Ω

∑

qr

∑

G′G′′

∫
dr

∫
dr′e−i(qr+G)·rei(q

′

r+G′)·rχG′G′′(q′
r, ω)e−i(q′

r+G′′)·r′Vext(r
′, ω) =

=
1

Ω

∑

q′

r

∑

G′G′′

∫
dr′δqrq′

r
δGG′χG′G′′(q′

r, ω)e−i(q′

r+G′′)·r′Vext(r
′, ω) =

=
1

Ω

∑

G′′

∫
dr′χGG′′(qr, ω)e−i(q′

r+G′′)·r′Vext(r
′, ω) =

=
∑

G′

χGG′(qr, ω)Vext(qr + G′, ω) (B.12)

From Eq.(B.12) we see that if a perturbation Vext with a certain q0 = qr+G is sent on a crystal,
the induced charge ρ(q, ω) of the system is given by a linear combination of the components
(plane waves) of Vext with q’s that differ only by reciprocal lattice vectors, each weighted by the
response function. An external potential with momentum qr + G0 can induce spatial charge
fluctuations, whose momentum qr +G differs by any reciprocal lattice vector, and to which the
system will also respond: these are the crystal LFE. This can be physically interpreted as Bragg
scattering of internal fields. In real space, using again Eq.(B.8), this becomes

ρind(r, t) =
1

Ω

∑

qr

∑

G

∫
dωρind(qr + G, ω)ei(qr+G)·re−iωt = (B.13)

=
1

Ω

∑

qr

∑

GG′

∫
dω χGG′(qr, ω)Vext(qr + G′, ω)ei(qr+G)·re−iωt

B.4 Effect of Time reversal symmetry on ρ̃

The general form of ρ̃nn′k(q + G) is

ρ̃nn′k(q + G) = 〈k − q, n′|e−i(q+G)·r|k, n〉 =

∫
drψ∗

k−q,n′(r)e−i(q+G)·rψk,n(r)
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where the ψ’s are Bloch functions.
Time reversal symmetry implies:

ǫn,k = ǫn,−k

ψk,n(r) = ψ∗
−k,n(r)

If we apply this symmetries to our initial definition we have:

ρ̃nn′k(q + G) =

∫
drψ∗

−k,n(r)e−i(q+G)·rψ−(k−q),n′(r) = ρ̃n′n,−(k−q)(q + G)

=

(∫
drψ∗

−k−(−q),n′(r)e+i(q+G)·rψ−k,n(r)

)∗

= ρ̃∗nn′,−k(−q − G)

B.5 Alternative way to calculate an infinite integral of χ

In §6.3 we dealt with the computational problem rising from the integration in Eq.(6.9)

ρ̂ind(r, t) =
1

2πΩ

∑

G

ei(qr0+G)·r

∫ +∞

−∞
dω χGG0

(qr0, ω)e−iω(t−t0)

It is possible to reduce the infinite integration to an integration over the positive values by
considering the symmetry properties of χ. We know that χ is real and then

χ(r, r′, t) = χ∗(r, r′, t)

which means in reciprocal space that

χ(q,q′, ω) = χ∗(−q,−q′,−ω)

Moreover, time reversal symmetry implies that

χ(q,q′, ω) = χ∗(−q′,−q, ω)

Considering these two relations together we get

χ(q,q′, ω) = χ∗(q′,q,−ω)

This allows us to write the frequency integral of Eq.(6.9) as
∫ +∞

−∞
dω χGG0

(qr0, ω)e−iωt =

=

∫ 0

−∞
dω χGG0

(qr0, ω)e−iωt +

∫ +∞

0
dω χGG0

(qr0, ω)e−iωt =

=

∫ 0

−∞
dω χ∗

G0G
(qr0,−ω)e−iωt +

∫ +∞

0
dω χGG0

(qr0, ω)e−iωt =

=

∫ +∞

0
dω χ∗

G0G
(qr0, ω)eiωt +

∫ +∞

0
dω χGG0

(qr0, ω)e−iωt =

=

∫ +∞

0
dω
[
χ∗

G0G
(qr0, ω)eiωt + χGG0

(qr0, ω)e−iωt
]

The advantage of this formula is that only positive frequencies are needed. On the other hand,
also the upper wing of the χ matrix needs to be given in input.
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B.6 A delta in space

In §6.3 we studied the effect of a delta perturbation in time. The charge induced by a delta
in space

V̂ext(r, t) = δ3D(r − r0)eiω0t

V̂ext(q, ω) = δ(ω − ω0)
1

(2π)3
e−iq·r0

would look like

ρ̂ind(qr + G, ω) =
1

(2π)3

∑

G′

χ(qr + G,qr + G′, ω)e−iq·r0δ(ω − ω0)

ρ̂ind(r, t) =
1

(2π)3
e−iω0t

∑

GG′

∫

BZ

dqr

∫ +∞

−∞
dω χGG′(qr, ω0)e

iqr·(r−r0)e−iG′
·r0eiG·r

This last formula represents a huge computational problem: first, the summation over G vec-
tors involves in this case all the matrix and not just the left wing. However, this is a minor
complication, because DP already calculates all the χGG′ elements.
The biggest problem resides in the integral over all the points in the BZ, each of which would
require a different DP calculation. What should be done is exploiting symmetries to take the
smallest possible number of qr for the integral to be converged, and also find a way to solve the
problem of the q anisotropy around 0 [61].



C
Shells in graphite

We report here the division in shells of the first 239 G vectors in graphite. The G’s are
expressed in reduced coordinates with respect to the primitive vectors of reciprocal space.

b1 =
2π

a

(
1,

1

tan π
3

, 0

)

b2 =
2π

a

(
0,

1

sin(π
3 )
, 0

)

b3 =
2π

c
(0, 0, 1)

shell G-vectors [reduced coordinates]

1 1 ( 0 0 0)

2 2 ( 0 0 1) 3 ( 0 0 -1)

3 4 ( 0 0 2) 5 ( 0 0 -2)

4 6 ( 0 0 3) 7 ( 0 0 -3)

5 8 ( 1 0 0) 9 ( 0 -1 0) 10 ( -1 1 0) 11 ( -1 0 0)

12 ( 0 1 0) 13 ( 1 -1 0)

6 14 ( 1 0 1) 15 ( 0 -1 -1) 16 ( -1 1 -1) 17 ( -1 1 1)

18 ( 0 -1 1) 19 ( 1 0 -1) 20 ( -1 0 1) 21 ( 0 1 -1)

22 ( 1 -1 -1) 23 ( 1 -1 1) 24 ( 0 1 1) 25 ( -1 0 -1)

7 26 ( 1 0 2) 27 ( 0 -1 -2) 28 ( -1 1 -2) 29 ( -1 1 2)

30 ( 0 -1 2) 31 ( 1 0 -2) 32 ( -1 0 2) 33 ( 0 1 -2)

34 ( 1 -1 -2) 35 ( 1 -1 2) 36 ( 0 1 2) 37 ( -1 0 -2)

8 38 ( 0 0 4) 39 ( 0 0 -4)

9 40 ( 1 0 3) 41 ( 0 -1 -3) 42 ( -1 1 -3) 43 ( -1 1 3)

44 ( 0 -1 3) 45 ( 1 0 -3) 46 ( -1 0 3) 47 ( 0 1 -3)

48 ( 1 -1 -3) 49 ( 1 -1 3) 50 ( 0 1 3) 51 ( -1 0 -3)

10 52 ( 0 0 5) 53 ( 0 0 -5)

11 54 ( 1 0 4) 55 ( 0 -1 -4) 56 ( -1 1 -4) 57 ( -1 1 4)

58 ( 0 -1 4) 59 ( 1 0 -4) 60 ( -1 0 4) 61 ( 0 1 -4)

62 ( 1 -1 -4) 63 ( 1 -1 4) 64 ( 0 1 4) 65 ( -1 0 -4)

12 66 ( 1 1 0) 67 ( -1 -1 0) 68 ( -2 1 0) 69 ( -1 2 0)

70 ( 1 -2 0) 71 ( 2 -1 0)

13 72 ( 1 1 1) 73 ( -1 -1 -1) 74 ( -2 1 -1) 75 ( -1 2 1)

76 ( 1 -2 1) 77 ( 2 -1 -1) 78 ( 1 1 -1) 79 ( -1 -1 1)

80 ( -2 1 1) 81 ( -1 2 -1) 82 ( 1 -2 -1) 83 ( 2 -1 1)
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14 84 ( 1 1 2) 85 ( -1 -1 -2) 86 ( -2 1 -2) 87 ( -1 2 2)

88 ( 1 -2 2) 89 ( 2 -1 -2) 90 ( 1 1 -2) 91 ( -1 -1 2)

92 ( -2 1 2) 93 ( -1 2 -2) 94 ( 1 -2 -2) 95 ( 2 -1 2)

15 96 ( 1 0 5) 97 ( 0 -1 -5) 98 ( -1 1 -5) 99 ( -1 1 5)

100 ( 0 -1 5) 101 ( 1 0 -5) 102 ( -1 0 5) 103 ( 0 1 -5)

104 ( 1 -1 -5) 105 ( 1 -1 5) 106 ( 0 1 5) 107 ( -1 0 -5)

16 108 ( 0 0 6) 109 ( 0 0 -6)

17 110 ( 1 1 3) 111 ( -1 -1 -3) 112 ( -2 1 -3) 113 ( -1 2 3)

114 ( 1 -2 3) 115 ( 2 -1 -3) 116 ( 1 1 -3) 117 ( -1 -1 3)

118 ( -2 1 3) 119 ( -1 2 -3) 120 ( 1 -2 -3) 121 ( 2 -1 3)

18 122 ( 2 0 0) 123 ( 0 -2 0) 124 ( -2 2 0) 125 ( -2 0 0)

126 ( 0 2 0) 127 ( 2 -2 0)

19 128 ( 2 0 1) 129 ( 0 -2 -1) 130 ( -2 2 -1) 131 ( -2 2 1)

132 ( 0 -2 1) 133 ( 2 0 -1) 134 ( -2 0 1) 135 ( 0 2 -1)

136 ( 2 -2 -1) 137 ( 2 -2 1) 138 ( 0 2 1) 139 ( -2 0 -1)

20 140 ( 2 0 2) 141 ( 0 -2 -2) 142 ( -2 2 -2) 143 ( -2 2 2)

144 ( 0 -2 2) 145 ( 2 0 -2) 146 ( -2 0 2) 147 ( 0 2 -2)

148 ( 2 -2 -2) 149 ( 2 -2 2) 150 ( 0 2 2) 151 ( -2 0 -2)

21 152 ( 1 1 4) 153 ( -1 -1 -4) 154 ( -2 1 -4) 155 ( -1 2 4)

156 ( 1 -2 4) 157 ( 2 -1 -4) 158 ( 1 1 -4) 159 ( -1 -1 4)

160 ( -2 1 4) 161 ( -1 2 -4) 162 ( 1 -2 -4) 163 ( 2 -1 4)

22 164 ( 1 0 6) 165 ( 0 -1 -6) 166 ( -1 1 -6) 167 ( -1 1 6)

168 ( 0 -1 6) 169 ( 1 0 -6) 170 ( -1 0 6) 171 ( 0 1 -6)

172 ( 1 -1 -6) 173 ( 1 -1 6) 174 ( 0 1 6) 175 ( -1 0 -6)

23 176 ( 2 0 3) 177 ( 0 -2 -3) 178 ( -2 2 -3) 179 ( -2 2 3)

180 ( 0 -2 3) 181 ( 2 0 -3) 182 ( -2 0 3) 183 ( 0 2 -3)

184 ( 2 -2 -3) 185 ( 2 -2 3) 186 ( 0 2 3) 187 ( -2 0 -3)

24 188 ( 0 0 7) 189 ( 0 0 -7)

25 190 ( 1 1 5) 191 ( -1 -1 -5) 192 ( -2 1 -5) 193 ( -1 2 5)

194 ( 1 -2 5) 195 ( 2 -1 -5) 196 ( 1 1 -5) 197 ( -1 -1 5)

198 ( -2 1 5) 199 ( -1 2 -5) 200 ( 1 -2 -5) 201 ( 2 -1 5)

26 202 ( 2 0 4) 203 ( 0 -2 -4) 204 ( -2 2 -4) 205 ( -2 2 4)

206 ( 0 -2 4) 207 ( 2 0 -4) 208 ( -2 0 4) 209 ( 0 2 -4)

210 ( 2 -2 -4) 211 ( 2 -2 4) 212 ( 0 2 4) 213 ( -2 0 -4)

27 214 ( 1 0 7) 215 ( 0 -1 -7) 216 ( -1 1 -7) 217 ( -1 1 7)

218 ( 0 -1 7) 219 ( 1 0 -7) 220 ( -1 0 7) 221 ( 0 1 -7)

222 ( 1 -1 -7) 223 ( 1 -1 7) 224 ( 0 1 7) 225 ( -1 0 -7)

28 226 ( 0 0 8) 227 ( 0 0 -8)

29 228 ( 2 0 5) 229 ( 0 -2 -5) 230 ( -2 2 -5) 231 ( -2 2 5)

232 ( 0 -2 5) 233 ( 2 0 -5) 234 ( -2 0 5) 235 ( 0 2 -5)

236 ( 2 -2 -5) 237 ( 2 -2 5) 238 ( 0 2 5) 239 ( -2 0 -5)



D
High-frequency polarizabilities

One of the problems of the expression (6.9) is the infinite extension of the integral: we have at
our disposal χ(ω) as calculated by DP and not an anaytical expression. To improve our results,
we want to study in more detail the high frequency part of the polarizability we are excluding
from the integral by using a finite range of frequencies.

D.1 χ and χ0 at high frequencies

Let us consider again the independent particle polarizability in the general case

χ0(q,G,G′, ω) =
2

Nk · Ωcell

∑

i,j,k

(fj,k+q − fi,k)ρ̃ijk(q,G)ρ̃∗ijk(q,G′)

ω − (ǫj,k+q − ǫi,k) + iη

and the diagonal version (no LFE) for the full polarizability χ

χ =
χ0

1 − vχ0
=

=
2

Nk · Ωcell

∑

i,j,k

(fj,k+q − fi,k)ρ̃ijk(q,G)ρ̃∗ijk(q,G′)

ω − (ǫj,k+q − ǫi,k) + iη
·

·
[
1 − v

2

Nk · Ωcell

∑

i,j,k

(fj,k+q − fi,k)ρ̃ijk(q,G)ρ̃∗ijk(q,G′)

ω − (ǫj,k+q − ǫi,k) + iη

]−1

If ω → ∞, the term in square brakets tends to 1, and χ → χ0. Notice that in this way the
Coulomb interaction loses its influence: for high frequencies (and so high energies) the interaction
between particles results negligible, and the full polarizability tends to the independent particle
one.
This can be seen also from the usual Dyson equation 3.30 in RPA:

χ = χ0 + χ0vχ =

= χ0 + χ0vχ0 + χ0vχ0vχ0 + . . .

Then when χ0 is small (for high frequencies) the two are at first order the same.

In particular we are interested in the left wing of the χ matrix, i.e. the elements χG0.
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Figs. D.1 and D.2 represent some examples of the behaviour of the real (on the left) and
imaginary part (on the right) of χ0

G0(ω) and χG0(ω).
We can see that in general the equivalence χ0

G0(ω) ∼ χG0(ω) is valid after ω = 80 eV.
Incidentally, the fact that the matrix elements for G = (0, 0, 2) are nearly zero in the case q0 → 0
agrees with the results in [55].

D.2 Extrapolation of χ
0

By looking at the Lehmann form of χ0 (see for example Eq.(6.14)) one can derive that the
asymptotic behaviour for ω → ∞ of χ0 is

χ0 ∼ 1

ω2

This actually also recalls the form of ε for high frequencies, which is known to be [53]

lim
ω→∞

εM = 1 − ω2
P

ω2

where ωP is the plasma frequency. Actually it can be shown [58, 59] that a microscopic matricial
form for this asymptotic behaviour is given by

lim
ω→∞

εG,G′(qr, ω) = δGG′ − ω2
P

ω2
f(G − G′)

(qr + G) · (qr + G′)

|qr + G|2 (D.1)

where

f(G) =
1

n

∑

k,l

f0[ǫl(k)]〈k, l|eiG·r|k, l〉

=
1

n
ρ̃(G)

is the Fourier transform of the electronic density normalized to f(0) = 11. We are working in
the RPA approximation, so that

εGG′(qr, ω) = δGG′ − vG(qr)χ
0
GG′(qr, ω) (D.2)

If now we compare Eqs.(D.2) and (D.1) we get an expression for χ0:

χ0
GG′(qr, ω) =

ω2
P

ω2

|qr + G|2
4π

f(G − G′)
(qr + G) · (qr + G′)

|qr + G|2

=
4πn

ω2

(qr + G) · (qr + G′)

4π

1

n
ρ̂(G − G′) =

=
(qr + G) · (qr + G′)

ω2
ρ̂(G − G′) (D.3)

We would like to use the correspondance between the two polarizabilities at high frequencies
and this formula to complete the integral in Eq.(6.9).
Let us compare the result of the extrapolation using Eq. (D.3) with the tails of χ0

G0 and χG0

and with a
1

ω2
fit.
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With a look at the results in Figs. D.3 and D.4 it appears that the extrapolation seems
to work well just in certain cases, while the 1

ω2 fit generally does. This is probably because
the starting energy should be bigger for the hypothesis of high frequency to be always satisfied.
Another reason could lie in the fact that we are using a non-local potential, and this is in contrast
with the hypothesis used in [58, 59].
Unfortunately, this means that we cannot exploit the formula (D.3) for our integration. By the
way, this kind of technique may be successfully applied to other systems.

1The density operator in reciprocal space is a plane wave: this has already appeared in §5.1.1
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