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Table 1: Notation

Acronyms

eMB electron many-body

DFT density functional theory

TDDFT Time-dependent density functional theory

KS Kohn-Sham

IP Independent-particle

RPA Random phase approximation

HF Hartree-Fock

TDHF Time-dependent Hartree-Fock

BSE Bethe-Salpeter equation

EELS Electron energy-loss spectroscopy

A Adiabatic, Op1, 2q � Opr1, r2qδpt1 � t2q
AGW adiabatic/static GW-approximation

TDA Tamm-Dancoff approximation

BZ Brillouin zone

EoM Equation of motion

QP Quasi-particle

General symbol notation

O general matrix

o general vector

ÔI operator in interaction picture

ÔH operator in Heisenberg picture

Ô operator in Schroedinger picture

ψ̂:, ψ̂ field operators for fermions

Coordinates and indices

r position in real space

R realspace lattic vector

q, k reciprocal vector of the first Brillouin zone

G reciprocal lattice vector
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t time

ω frequency

Ω � ω � iΓ complex frequency

σ spin

mσ spin quantum number

j � prj , tj , σjq combined space, time, spin coordi-

nates

r̄ � triu N-electron coordinate

R̄ � tRIu N-ion coordinate

ri position of electron i

RI position of ion I

ñi general band quantum number

c conduction band

v valence band

ni � pñi,kiq merge of band quantum number and

vector of the first Brillouin zone

µ � pv, c,kq Combination of valence, conduction

band index and vector of the first Brillouin zone

λ eigenvalue index

Mathematical operations

diag diagonal-part of a matrix, diagpMq �
diagpM00,M11, . . . ,Mnnq

Diag representation of a vector as diagonal matrix

Diagpvq � diagpv00, v11, . . . , vnnq
Tr trace

Re, Im real and imaginary part

F tT Fourier transformation in variable time

xÔy expectation value

t� � limνÑ0 t� ν

j̄ � ³
dj � °

σj

³
drj

³
tj varibalen integrated over

T time-ordering operator

Physical quantities

T temperature

β inverse temperature, 1{kBT
µT chemical potential

V0 volume unit cell

Nk number of k-points

Ωv volume crytal, NkV0

Γ, γ broadening
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Correlation functions and related

quantities

G0 independent-particle Green’s function

G one-body Green’s function

G2 two-particle Green’s function

C correlation function

L two-particle correlation function

χ general linear response function, susceptibility

ε general dielectric function

n density

Potentials and interaction variables

vc Coulomb potential

W screened Coulomb potential

v0
c long-range part of the Coulomb potential, vcpq�

G � 0q
v̄c short-range part of the Coulomb potential, vc�

v0

veff effective potential

vext external potential

vxc exchange correlation potential

vH Hartree potential

vind induced potential

vtot total classic potential, vper � vind

vper perturbation potential

Σ self-energy vH � Σxc

Σxc exchange correlation part of self-energy

Ξ interaction kernel i δΣδG

Defined quantities in this work

ρ̃ dipol transition matrix elements

Eλ excitonic eigenenergy with value λ P N
Aλ excitonic eigenvector in reciprocal space belong-

ing to Eλ, envelope function

Aµλ µ-th component of the excitonic eigenvector

with µ P N and one-to-one mapping to µ �
pv, c,kq

H Hamilton matrix

Oµµ1 µ,µ1 component of the matrix O
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H0 independent-particle transition Hamiltonian

H0
µµ1 � E0

µδµµ1

E0
µ independent-particle transition energies, E0

µ :��
E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 , µ P N and one-to-one

mapping to µ � pv, c,kq
M IP pE0

µq set of independent-particle transition energies

h interaction Hamiltonian, AGW-BSE: h �
ΞAGW

h̃ off-diagonal part of the interaction Hamiltonian,

h̃ � h� diagphq
∆Ẽ

�1

λ
energy difference diagonal matrix,�

∆Ẽµµ1pEλ
	�1

:� p1�δµλq
Eλ�pE0

µ�hµµq

∆Epγq�1

λ
energy difference diagonal matrix,

p∆Eµµ1pEλ � iγq�1
:� 1

pEλ�iγq�pE0
µ�hµµq

1 identity matrix

h̃λ vector constructed from the λ column of h̃,

(h̃µλ � p1� δmuλqhµλ
Hλ vector constructed from the λ column of H,

(Hµλ � Hµλ)

1λ one-vector 1µλ � δµλ

H̃λ vector defined as H̃λ :� pH � Eλ1q1λ
eλ matrix structure factor

Definition of terminology

optical bandgap energies in an absorption spectrum which are

smaller than minpM IP pE0
µqq

bound exciton exciton with an energy lower than

minpM IP pE0
µqq

continuum exciton exciton with an energy larger than

minpM IP pE0
µqq



Chapter 1

Introduction

”The great advances in science are often,

perhaps always, based on the fact that a

question that was not asked before is now

being asked, and successfully.”

Carl Friedrich von Weizsäcker

The exciting field of theoretical spectroscopy explores how matter interacts with electromagnetic

radiation, shedding light on various phenomena, including the intriguing effects of excitons. In an

independent-particle picture, light absorption can be explained in terms of interband transitions,

with electrons excited from valence to conduction bands. When interactions are included in the

theoretical description, the attraction between the electrons in the conduction band and the holes

left in the valence band gives rise to excitonic effects, with modification of peak positions and

intensities in the spectra. Excitons play a crucial role in diverse applications [1] like non-linear

optics [2] and electrically driven light emission [3]. Furthermore, new experimental observations,

such as exciton-exciton transitions [4–7], interlayer excitons [8–10], or the dynamics of excitons [11–

14], lead to increasing interest and relevance of the scientific community in order to understand,

explain and predict these phenomena [15–18].

The fundamental equation in theoretical spectroscopy from an ab inito point of view is the Bethe-

Salpeter equation [19], which describes the propagation of correlated electron-hole pairs by a two-

particle correlation function, which depends on 4-points in the variables of space, time, and spin.

A prevalent approach in the community [20–22] is to assume that the electron-hole interaction is

instantaneous [23]. Based on this assumption, the complicated Bethe-Salpeter equation for the 4-

point function can be transformed into an effective two-particle Hamiltonian whose eigenvalues and

eigenvectors represent the excitons’ eigenenergies and envelope functions. While computationally

solvable, the diagonalization of the Hamiltonian involves high numerical effort since the typical

dimension of the Hamiltonian for simple materials such as silicon and lithium fluoride is of the order

N � 104 � 105, where N is the number of basis functions, i.e., of independent-particle transitions.

However, if one is interested in an extended range of the excitation spectrum or complex materials

such as layered materials like transition-metal dichalcogenides, which are constantly coming into

the focus of science, a numerical solution employing classical diagonalization algorithms persists

8
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as a challenge, with an error tolerance of 100 meV or more required for eigenenergies [20,24,25].

Due to the formidable problem of diagonalizing large matrices, which arises in many areas of applied

mathematics, a large number of algorithms for the calculation of eigenvalues and eigenvectors have

been developed over the last decades [24,26–34], as well as methods to circumvent specific isolated

problems of theoretical spectroscopy for more numerically favorable solutions, such as (a) the

double grid method [25, 35] - designed to expedite k-grid convergence - or (b) subspace reduction

of the Hamiltonian [36] or (c) mapping procedures for including spin-orbit coupling comparatively

cheap [37] or (d) an algorithm for generating low-cost approximations of the first few eigenvectors

and eigenvalues [24]. However, the most efficient algorithms are still not satisfactory. They often

do not transparently display physics and therefore do not ease analysis. For this reason, in this

work, we want to explore alternative approaches that enable the extraction of crucial information

computationally efficiently and additionally allow us to perform analyses in order to develop a

deeper understanding. In doing so, we focus on developing analytical and perturbation-theoretical

methodologies for understanding the role of excitonic effects in absorption spectra, eigenvectors,

and eigenvalues.

Initiating this exploration will involve a comprehensive study of the impact of excitonic effects

on the absorption spectrum using a Neumann series (Ch. 5.1). This method provides insights

into the crucial components influencing the emergence of an absorption spectrum with excitonic

effects. Furthermore, it will offer a potential avenue for numerically advantageous calculations

beyond standard theoretical approximations. Considerations include calculations for the dielectric

function at finite frequencies.

Armed with this foundational knowledge, we will delve into fundamental inquiries, specifically ad-

dressing how the strength of excitonic effects influences eigenvalues and eigenvectors. The analysis

will involve developing analytical equations beyond the conventional eigenvalue equation (Ch. 5.2),

paving the way for analytical studies of the interplay between the strength of excitonic effects and

the corresponding eigenvectors and eigenvalues using straightforward models (Ch. 5.3).

Subsequently, we will leverage this understanding to formulate the continuum approximation of

excitonic eigenvalues (Ch. 5.4). This approach enables precise calculations of excitonic eigenen-

ergies in the continuum, with negligible numerical costs, applicable to materials with weak and

strong excitonic effects, even when the reciprocal space is discretized, as this is usually done in

practice. Additionally, we will demonstrate the calculation of eigenvectors for materials with weak

excitonic effects in practical applications, exhibiting a numerical scaling of approximately OpN2q
through a modified perturbation-theoretic approach (Ch. 5.6).

Finally, we will show the versatility of this approach by accurately determining the lowest eigen-

values of strongly bound excitons, along with associated eigenvectors, at a numerical scaling of

approximately OpN2q and an accuracy of millielectronvolt.



Chapter 2

Introduction to the field of optical

spectroscopy

”Learn to see everything. Become aware

of the unclear.

Though the path is 1000 miles long, walk

it step by step.

Always remember that!”

Miyamoto Musashi

Because a summit climb never begins at the summit but always at the foot of a mountain. So we,

too, will not begin by answering the main question immediately but by walking the path, step by

step. This implies that we must break down our initial question into smaller sub-questions.

Although our initial question is very mathematical, we want to use the answer to this question in

physics. Therefore, the most crucial question is: In which observables are we interested in?

The framework we work on is theoretical spectroscopy, a part of condensed matter theory in

which an incoming particle beam interacts with a material. To fill this framework with physics

and thus with understanding, we start our description from the macroscopic world of theoretical

electrodynamics. A macroscopic description is possible since, typically materials properties are

studied by having use of spectroscopies, where a beam of particles, such as a macroscopic object,

is sent onto a material sample. It is a different story if such a simplification is also possible for the

material. However, for the moment, we assume it is. Therefore, our primary concern is to study

how a material responds to an external field in an entirely classical description. On a fundamental

level, this means we want to study how a bunch of electrons and ions behave if we perturbed

them with an external field, like light. An elementary description, but a nice picture, is to assume

that electrons and ions form so-called dipoles p in an external field Eper. Roughly speaking, this

could be put into the picture of tug-of-war between the attractive interaction between electrons

and ions and their interaction with the external field. Since our material is a macroscopic object,

we will find many tugs-of-war, so to say, a bunch of dipoles, which we call polarization density

P :� P pEperq. Since dipoles are nothing more than transmitters of electric fields, they generate a

10
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field EindpEperq � �4πP that counteracts the external one.

If we assume a weak perturbative field, so a weak total electric field Etot � Eper �EindpEperq, we

can express the polarization density as a Taylor expansion:

P � P0 � BP
BEtotEtot �

B2P

B2Etot
E2
tot � . . . �: P0 � χ1Etot � χ2E

2
tot � . . . .

To breathe some physics into this equation, let us assume that χ1Etot " χn�1E
n�1
tot holds, such

that we can simplify the equation to

P � P0 � BP
BEtotEtot �: P0 � χ1Etot.

We can observe a term describing a ground polarization density P0 without the system being

disturbed from the outside, and we have a first-order term describing the change in polarization

density with the external field. So, the second term describes how the material will respond

when the external field changes, leading to the general name of this function χ1 � BP
BEtot response

function. This indisputable quantity is at the heart of many spectroscopic applications and will

accompany us throughout this work.

Many exciting effects can be observed in a wide variety of orders. However, this work will deal

exclusively with materials and effects that require only a first-order description. This assumption

also includes that the zero-order term disappears, which is the case for materials that do not

experience spontaneous intrinsic electric polarization (ferroelectricity). Thus, we obtain the simple

equation

P � BP
BEtotEtot �: χ1Etot �: 4πχeEtot,

where χe is called the dielectric susceptibility.

We have claimed above that we would describe everything with electrodynamics, but we have only

considered static equations so far. In order to motivate the necessity of dynamics, we will resort

to an analogy: Let us imagine that there is a huge lake, and we are sitting on the edge of the lake.

Now, at time t1, someone sitting on a boat throws a rock into the lake. After a certain period, t� t1

we see the waves coming towards us. It is the same when we shoot a beam at the center of the

material and measure somewhere else; we have to wait for the system’s response χept, t1q, t ¡ t1.

Since we now have a dynamic description of the response function, which describes the system’s

response to an outer perturbative field, we should ask ourselves: What is measured in an experi-

ment? As one can imagine, it is extremely complicated to directly observe how the polarisation

density changes and thus measure χe because it would mean we are watching the tug-of-war be-

tween interacting ions and electrons and the electric field. However, looking at how the electric

field changes during the tug-of-war is much easier

Eper � Etot � Eind � Etot � 4πP � Etot � 4πχeEtot � p1� 4πχeqEtot.

It is of practical use to define a new quantity, the dielectric constant, denoted as ε and defined as

ε :� 1� 4πχe. (2.1)

This quantity describes how the entire system, i.e. the system without material Eper � Etot and

with material Eper � εEtot, will behave. Furthermore, since, on the one hand, the field Eper is
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known, and on the other hand, the field Etot is measured. Thus, the dielectric constant ε or, more

generally, the dielectric function εpt, t1q can be measured.

Now that we have mapped out the theoretical field we are working with on the macroscopic level

and understand the crucial quantities for theory and experiment, it is time to bring the quantities

to life with some optical experiments. This will help us understand what observations we can make

and discuss empirically what effects we need to consider as we dive deeper into theory.

2.1 Optical spectroscopy

The fascinating field of spectroscopy can be categorized into two groups based on whether the

sample undergoes a change in its number of electrons. (a) Direct and inverse photoemission

experiments belong to the category where the number of electrons in the sample changes, while in

(b) absorption and electron energy-loss spectroscopy (EELS) it does not [38].

In this work, our focus will be on the latter category, which we will discuss in the following.

Absorption spectroscopy

In absorption spectroscopy, a macroscopic beam of photons is sent onto a material for example

using a laser or a lamp. At the moment when such a photon interacts with a sample, e.g. a solid,

it can either be absorbed, reflected, or transmitted. In the case of absorption, the photon’s energy

is utilized to create a neutral excitation within the system.

In an independent-particle description, absorbing a photon would mean exciting an electron from

an occupied state to an empty state while conserving its crystal momentum (optical photons possess

negligible momentum).

If we consider interactions between the particles, the consequences of excitation are manifold;

a fantastic phenomenon that can be observed is the formation of so-called excitons. Excitons

arise when an excited electron in the conduction band engages in an attractive interaction with

its corresponding hole in the valence band. Of course, the question now arises: As to how such

effects can affect an absorption measurement? To answer this question, we should consider what

quantity we will observe. Since the measurand is a macroscopic quantity, we can again consult

classical electrodynamics. From the perspective of classical electrodynamics, one could show that

the absorption coefficient is given by [38,39]:

α � 2ωn2

c
� ε2
n1c

,

with c is the speed of light and εi, i P 1, 2 represents the real and imaginary parts of the dielectric

constant, while ni, i P 1, 2 corresponds to the refractive index n1 and the extinction coefficient n2.

The absorption coefficient shows that assuming n1 � const., absorption is directly proportional

to the imaginary part of the dielectric function. Since, in equilibrium, ε depends on the time

difference t� t1, as we will discuss later, it could be Fourier transformed into the frequency space

αpωq � ε2pωq � Impεpωqq. With this quantity in our toolbox, we can now ask ourselves how an

absorption spectrum builds up and how electron-hole pairs can influence this spectrum. To do

this, let us carry out a little thought experiment:
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We have a laser with a tuneable frequency (ω) and a material consisting of two valence and two

conduction levels with energies ωc2 ¡ ωc1 ¡ ωv2 ¡ ωv1 . In this simple case, we would have four

transitions where photons with frequencies e.g. ωc2 � ωv1
¡ ωc2 � ωv2

,¡ ωc1 � ωv1
¡ ωc1 � ωv2

could be absorbed. Since we neglect inter-particle interactions, we would observe four very sharp

delta peaks, similar to the absorption spectrum of an atom. According to Fermi’s golden rule, the

intensity of the peaks would depend on the strength of the overlap between the valence band and the

final conduction band into which the electron is excited. Now, we turn on the interaction between

electrons and holes. Since this is an attractive interaction, the energy differences between the initial

and final states will become smaller, so we would observe the spectrum shifting towards smaller

frequencies. Furthermore, the overlap between the states can also change since we have changed

the environment of the electrons and holes with the excitation. For this reason, stronger or weaker

peaks can be observed. As we can imagine, depending on the strength of the interaction between

electrons and holes (e-h interaction), there can be minor to massive changes in the absorption

spectrum.

To see how the whole thing behaves in real materials, we will extend our thought experiment to

two real materials with more than four bands: silicone and lithium fluoride.

Figure 2.1: Calculated (red) and measured (black) absorption spectra, represented by the

frequency-dependent imaginary part of the dielectric function Impεpωqq, for bulk a) silicon

and b) lithium fluoride. The comparison shows that an independent particle spectrum (Eq.

(3.35)) (green) cannot describe all the effects seen in a measurement. Instead, it is necessary

to use a higher level theory, taking into account the e-h interaction (Eq. (3.40)) (red), to con-

sider excitonic effects. The calculations were made according to the values given in Appendix A

and calculated on an 8k grid (2048 k-points) using a Kohn-Sham band structure. A Gaussian-

broadening of 0.0184/0.0085 [Ha] was used for silicon/lithium fluoride to compensate for the fi-

nite gridsize and to account for experimental resolution. Experimental data were taken from [40]

for silicon and from [41] for lithium fluoride.

In figure 2.1, we display the imaginary part of the dielectric function for bulk Si a) and LiF b).

Two distinct theoretical curves are evident: one labeled as e-h-interaction (black) and the other
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as independent-particle (IP) (green). The IP curve represents the spectrum of non-interacting

particles and simple transitions between valence and conduction bands. This means, in particular,

that in the region where the spectrum assumes an intensity of zero, no visible excitations can be

found. Furthermore, the first visible excitation between valence and conduction band is called

the optical bandgap. It is important to note that the optical bandgap only corresponds to the

fundamental bandgap if this corresponds to a direct transition (direct bandgap) and this transition

is also allowed.

However, as we can see the experimental results (black solid curve) are far from such a simple

description.

In the case of Si (Fig. 2.1 a)), calculated IP and measured spectra agree pretty well at higher

frequencies but differ rapidly in the region between 3 to 4 eV.

In contrast, in LiF (Fig. 2.1 b)) we immediately observe a strong change of the IP spectrum

towards the experimental one; in particular, we see a very pronounced peak at an energy of 12.8

eV, which is about 1.5 eV smaller than the original optical band edge.

As we have already considered in our thought experiment, this strong difference between the two

materials is related to the strength of the electron-hole interaction. It will be of practical use to

classify these observations in the following. Excitations which are within the optical bandgap,

and are not captured by an independent particle spectrum, will be called bound excitons and

excitations within the continuum of excitations, the independent particle spectrum, will be called

continuum excitons.

After getting a first impression about absorption spectroscopy and especially about the need to

consider excitonic effects in theoretical calculations so that theory and experiment coincide, we

will now turn to the second optical experiment the EELS.

Electron Energy-loss spectroscopy

Unlike absorption spectroscopy measurements, in which a beam of photons is shot at a mate-

rial, in EELS, a beam of high energy electrons is shot at the material. The advantage of such a

measurement is that it allows observing various effects through which the electrons transfer their

energy and momentum. Possible observations include phonons, plasmons, intra-interband excita-

tions, and inner shell ionisations. However, we will limit ourselves here to the low energy range

up to about 50 eV, where information about the band structure and dielectric properties of the

sample, particularly plasmons, becomes visible. At this point, the first question is: What are

plasmons? Plasmons are collective oscillations of excited electrons. These collective excitations

probably correspond most closely to our lake-wave analogy from the introductory section.

Now that we have briefly discussed what to expect on a phenomenological basis, we should ask

ourselves: How can we put such an experiment into an equation?

To answer this question, it is practical to clarify the phenomenological process and to package the

individual quantities in symbols. The process can be explained as follows: A high-energy electron,

treated as a non-relativistic particle, undergoes a scattering interaction with the sample from the

moment it approaches. The probability that such an electron, with velocity v, transfers energy ET
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and momentum q to an excitation of the system per unit time can be expressed by the energy-loss

rate per unit time [39]:

dET
dt

� 1

p2πq3
»
dωdq,

ω

q2
Im

�
� 1

εM pq, ωq
�
δpω � qvq.

From this equation, we get that the energy-loss rate per unit of time is represented as the product

of a kinematic factor ω
q2 and a loss function Lpq, ωq:

Lpq, ωq � �Im

�
1

εM pq, ωq
�
� ε2pq, ωq
ε21pq, ωq � ε22pq, ωq

. (2.2)

The loss function equation tells us which conditions ε1 and ε2 must fulfil for strong visible structures

to form within an EELS. Equation (2.2) indicates that the most pronounced spectral features in

EELS can be observed under two conditions:

1. ε2 exhibits a peak corresponding to some interband transition,

2. ε2 is small and ε1 � 0.

The first case belongs to the same category as what we have already discussed in the case of

absorption spectroscopy (αpωq � ε2pωq). The difference to absorption spectroscopy, however, is

the denominator ε21pq, ωq � ε22pq, ωq of the loss function. This can be seen by assuming that we

are in the frequency range of the excitons, in which the imaginary part of the dielectric function

would be very large (ε2 " 1), and since the denominator increases quadratically positively, we can

estimate the effect that we perceive in the region of the excitons to be Lpq, ωq   1
ε2pq,ωq   1. This

shows us that excitonic effects will generally play a less important role in EELS than in absorption

spectra.

In the second case where ε2pq, ωq is small, i.e. we are far away from the optical bandgap. We

can expect a substantial increase in the loss function when the real part of the dielectric function

becomes small or zero ε1pq, ωq � 0. Since the disappearance of the real part is not a trivial

phenomenon, an interesting question arises: What does the zero crossing of the real part of the

dielectric function mean?

To keep this discussion as simple as possible, we consider only the case q Ñ 0 and make the simple

assumption that we consider a free electron gas, which is described by non-relativistic electrons

with mass m � 1 and charge e � 1 in Hartree units, the electrons experience a collision time of τ

in the material and the external electric field, which perturbates the electrons, can be described by

E � E0 expp�iωtq. In such a case, we can use the damped harmonic oscillator without restoring

force as a simple model

dv

dt
� 1

τ
v � E0 expp�iωtq.

After a short calculation [42] together with the definition for the dielectric function (Eq. (2.1)) and

the definition of the frequency ωp �
?

4πn, where n is the electron density, we get the expression

for the dielectric function

εpωq � 1� ω2
pτ

2

1� ω2τ2
� i

ω2
pτ

2

ωp1� ω2τ2q . (2.3)
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If we consider only the real part of the dielectric function and further assume that the scattering

time is very long 1 ! ω2
pτ

2 (metal limit), we obtain the equation

ε1pωq � 1� ωp
ω
.

From this highly simplified equation, we can now read what it means when the real part of the

dielectric function is zero, namely that the system oscillates at a frequency ωp. Since this fre-

quency depends on the density of the electrons, it describes a collective oscillation of electrons, the

plasmons. For this reason, the frequency ωp is called the plasma frequency.

However, since the model that was used only allows a very simplified view of the world, we should

know how such effects as plasmons occur in a real spectrum. To do this, we show in figure 2.2 the

EELS for Si.

Figure 2.2: Electron energy-loss spectrum for silicon, represented by the frequency-dependent

loss function Lpωq � �Impε�1pωqq (Eq. (2.2)). Shown in a) the calculated loss function for sil-

icon (black) and the model loss function (blue)(Eq. (2.3), τ � 1, ωp � 17.46 eV, taken from

the calculated ε1) and b) the real (black/blue) and imaginary (red/orange) part of the frequency

dependent calculated/model dielectric function. When the real part of the dielectric function

tends to zero (plasma frequency), the loss function increases, reaches its maximum value between

the zero point of the real part and the cross point of the imaginary and real part and decreases

rapidly after the crossing point. The model would predict that the highest peak should be at the

zero crossing of the real part. Calculations were made neglecting the electron-hole interaction on

an 8k grid (2048 k-points) and using a Kohn-Sham band structure with the parameters given in

Appendix A and q � p0.0, 0.0, 0.0q.

As we have discussed above, the loss function increases as the imaginary part becomes small, and

the real part of the dielectric function tends towards zero. We observe this behavior in both the

ab inito calculation (Fig. 2.2 a), black) and the model (Fig. 2.2 a), blue) for Si.

It is interesting to note that the real part of the dielectric function for the model reflects the ab

inito calculation very well. This empirical finding validates the description of plasmons with the

simple metal model we mentioned above, so that we can read the plasma frequency directly from

the graph (ε1pωpq � 0): ωp � 17.46 eV.



2.2 Intermediate summary 17

The imaginary part, on the other hand, is poorly described, the model underestimates the magni-

tude by a factor of two. This poor description of the imaginary part leads to the fact that the model

EELS is also poorly described. We see this immediately when we take a look at the loss function

Lpωq � 1
ε2pωq in the plasma frequency range: If the imaginary part is described overly strongly or

weakly, this will inevitably lead to an under- or overestimation of the EELS. Furthermore, we see

that the ab inito calculation has much more structure than the simple metal model can reflect.

This should make it clear that models are an important support for analysis and physical under-

standing. However, they only contain part of the truth. This means that the results can only be

trusted to a limited extent and caution is advised without a comparison with experiments or ab

inito calculations.

Finally, we would like to make a brief remark about the calculations of the EELS compared to

the absorption spectrum, even though we have not discussed how to do the calculation so far. For

a fully converged absorption spectrum close to the optical band edge, 18 conduction bands are

sufficient; for the EELS spectrum, 52 conduction bands are necessary (Appendix A). The reason

for the large number of conduction bands for the EELS is, firstly, the energy range we are interested

in and, secondly, the real part of the dielectric function, which requires a much larger number of

bands to converge.

2.2 Intermediate summary

This section has given us an insight into the framework, optical spectroscopy, in which we will

work. We have looked at both absorption and electron energy-loss spectroscopy.

The absorption spectroscopy has shown us that classical and simple quantum mechanical descrip-

tions via Fermi’s golden rule in the IP picture is insufficient to account for the crucial effects. It was

necessary to go beyond the simple picture of non-interacting particles and consider the interaction

between electrons and holes to describe the spectra accurately.

Furthermore, we have seen that excitonic effects can affect the spectrum differently. In particular,

slight shifts and weaker peaks near the optical band edge appear when the excitonic effects are

weak. On the other hand, when the excitonic effects are strong, as we have seen in LiF, a substantial

change regarding the non-interacting spectrum can occur, as well as excitonic peaks within the

optical bandgap, so-called strongly bound excitons.

In the case of the EELS, we have discussed that excitonic effects close to the optical bandgap have

less influence on the spectrum, instead a strong, broad peak appeared within the band continuum

of Si. This peak was caused by collective excitations of the electron density, so-called plasmons.

Both effects have in common that the dielectric function must be known for their theoretical

description, which we have so far come to know as a macroscopic object. However, in order to be

able to describe the effects that we observed, we had to use the language of quantum mechanics and

not classical electron dynamics. For this reason, it must be clear that we must immerse ourselves

in the microscopic world to describe the effects at the theoretical level accurately. Therefore, we

should ask ourselves the question:

How can we derive the microscopic dielectric susceptibility from quantum mechanics?
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The microscopic formalism of the

dielectric susceptibility

”To know what one knows and to know

what one does, that is knowledge.”

Konfuzius

The previous section showed us that we had to use the language of quantum mechanics with

interactions to describe our observations in absorption and electron energy-loss spectroscopy, the

excitonic and plasmonic effects.

In order to accurately embed the underlying effects of absorption and electron energy-loss spec-

troscopy into the theory, our goal in the following will be to describe the material and thus the

susceptibility χ and the dielectric function ε microscopically.

This aim raises the question: With which equation do we start on our way? Since we want

to describe the material quantum mechanically under a time-dependent perturbation, we must

use the full many-particle Hamiltonian in the time-dependent Schroedinger equation for an exact

description:

iBtΨpr̄, R̄, tq � H̄pr̄, R̄, tqΨpr̄, R̄, tq, r̄ � triu, R̄ � tRIu.

Without going into the exact structure of the Hamiltonian, we can see that it depends on time t

and the positions of the electrons (r̄) and ions (R̄). However, since a cubic centimeter of silicon, for

example, already has 1022 ions and 1.4 � 1023 electrons, it is impossible to set up the Hamiltonian

or to solve for it. For this reason, it already advisable to start with the first approximation.

The idea of the first approximation will be based on the question: Does one need all the information

of the full many-particle Hamiltonian to describe either the collective interaction between electrons

or the interaction between electrons and holes?

The answer is no, since according to the brilliant idea of Born and Oppenheimer [43], two separate

timescales exist inside the system, one for the faster moving electrons and one for the slower

nuclei. The reason for this is that the proton mass exceeds the electron mass by 1836, which makes

the nuclei of the atoms significantly slower than their valence electrons. This assumption allows

the physics of electrons and nuclei to be almost decoupled from each other, the nuclei are only

18
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considered as a static construct inside the Hamiltonian of the electrons

iBtΨR̄pr̄, tq � HeMBpr̄, R̄, tqΨR̄pr̄, tq.

To get an impression of the Hamiltonian, we write it out in a component-wise representation

HeMBpr̄, R̄, tq �
Ņ

i�1

�
�1

2
B2
ri � vextpri, R̄, tq



� 1

2

Ņ

i�j
vcp|ri � rj |q, (3.1)

where vc is the Coulomb-interaction between the electrons and vext contains the external time-

dependent perturbation, as well as the interaction between the fixed nuclei and the moving elec-

trons.

Now that we have described the Hamiltonian of the system, we should ask ourselves: How do we

get from the Schroedinger equation to dielectric susceptibility?

In order to find a mathematical answer, we should be clear about what we are observing. For this

purpose, we will limit ourselves to plasmonic effects, as the picture is straightforward. Plasmons

are a collective wave of interacting electrons, similar to a water wave in a lake. This means we do

not observe individual electrons directly but a collection of them, i.e. a density n � xn̂y. If we now

disturb such a density of electrons at the location r1 at the time t1 with a weak laser pulse, then

we can observe at a different point in time and space pr, tq how this disturbance spreads. This

means that the system responds to the disturbance, and since we look at densities, we observe a

density-density response, also called dielectric susceptibility.

3.1 Density-density response function

For the sake of simplicity, we will neglect the position variables in the following and follow the

approach outlined in [44] by G. Czycholl.

The way now to the density-density response function is through the measure of the electron density

nptq � xn̂y ptq. Since our system includes a temporal disturbance, we evaluate this quantity in the

interaction picture. For this reason, it is central to define our system through the Hamiltonian

(Eq. (3.1))

ĤeMBptq � Ĥ � Ĥ1ptq �: Ĥ � n̂vperptq,

in the following with a weak perturbation Ĥ1ptq � n̂vperptq, which couples to the density, and a

unperturbed part Ĥ.

However, since our interest lies in a time-dependent observable, the density

xn̂y ptq � Trpn̂ nptqq � Trpn̂IptqnIptqq, (3.2)

we need an expression for the time-dependent density operator n̂Iptq in order to solve the equation.

For this purpose we can use the Neumann equation, which represents an equation of motion (EoM)

for the density operator:

iBtn̂ptq � rĤeMBptq, n̂ptqs.

In the interaction picture the EoM for the density operator becomes:

iBtn̂Iptq � rĤ1ptq, n̂Iptqs � rn̂Iptq, n̂Iptqsvperptq.



20 Chapter 3: The microscopic formalism of the dielectric susceptibility

The obtained equation for the density operator represents a linear differential equation, and its

solution is given by:

n̂Iptq � n̂0 � i

» t
�8

dt1 rn̂Ipt1q, n̂Iptqsvperpt1q.

The problem with the EoM for the density operator, even though it is exact, is that to get n̂Iptq,
we must already know it. Such equations are usually solved self-consistently. Since we only refer

to weak fields (n̂0 " i
³t
�8 dt

1 rn̂Ipt1q, n̂0svperpt1q), we can turn our focus on the linear part of the

equation and therefore break off the iterative process after the first order:

n̂Iptq � n̂0 � i

» t
�8

dt1 rn̂Ipt1q, n̂0svperpt1q.

Substituting the linear equation into the expression for the observable (Eq. (3.2)) and defining the

retarded density-density response function

χpt, t1q :� �i xrn̂Iptq, n̂Ipt1qsyn0
θpt� t1q, (3.3)

we arrive at the following expression for the density as observable:

xn̂yn0
ptq � xn̂yn0

� i

» t
�8

dt1 Trpn̂Iptqrn̂Ipt1q, n̂0sqvperpt1q � xn̂yn0
�
» 8
�8

dt1 χpt, t1qvperpt1q. (3.4)

The term ”retarded” for χ signifies that the time propagation is forward, which manifests itself

in the θ-function, meaning that there is a perturbation at time t1 followed by a response of the

system at a later time t (t ¡ t1).

Having reached this point, we have now found a definition for the density-density response function

(Eq. (3.3)) that describes exactly what we previously assumed heuristically, a coupling between

two densities at different points. In the following, we will elaborate this equation a little further

in order to understand it better and to obtain useful equations.

The first useful equation can be derived from equation (3.4), if one is interested in the change of

density with the perturbing field:

δ xn̂yn0
ptq �

» 8
�8

dt1 χpt, t1qδvperpt1q ñ
δ xn̂yn0

ptq
δvperpt1q � δnptq

δvperpt1q �: χpt, t1q. (3.5)

This equation shows that the density-density response function describes nothing other than the

change in density with the perturbation.

The next step is understanding that the response function depends only on the time difference

χpt, t1q � χpt � t1q. This can be shown by changing to the interaction picture or using the wave

example in the water. In this analogy, if we fix the measurement conditions, it is irrelevant at

what exact time the disturbance (t1) in the water takes place; only the difference between the time

of the disturbance, i.e. the emission of the wave and the time of the measurement (t), can play

a role. For instance, it does not matter whether we experiment early or late in the evening if the

conditions (external disturbances) are the same.

Since experiments are carried out with lasers, lamps, etc. of a certain frequency, i.e. photons

of a certain energy, it makes sense to subject the response function to a Fourier transformation

in the frequency space to carry this out. For this purpose we bring the completeness relation
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1 � °
λ |λy xλ| into equation (3.3) and obtain after Fourier transformation [38]:

χpωq � lim
ΓÑ0

¸
λ

�
oλo

�
λ

pω � iΓq � pEλ � E0q �
o�λoλ

pω � iΓq � pEλ � E0q
�
,

oλ � xN |n̂|λy .
(3.6)

In the expression, |Ny represents the N -particle ground state of the system (Ĥ), with the corre-

sponding ground state energy E0. On the other hand, |λy originates from the completeness relation

and represents the excited state corresponding to the energy Eλ of the Hamiltonian Ĥ. Finally,

to guarantee convergence of the Fourier transformation [45], we shifted the beam-frequence ω by

a small broadening denoted as Γ.

Having the structure of χ in frequency space leads to the question: What is the meaning of the

two terms representing the response function? Since we are now in frequency space, the poles

(denominators) correspond to the excitation of particles from an energy E0 to an energy Eλ,

without changing the number of particles (neutral excitations). In this picture the first term

corresponds to a resonant transition (�pEλ � E0q), while the second term represents an anti-

resonant transition (�pEλ � E0q).
Having derived the dielectric susceptibility at a microscopic level using linear response theory, the

space-dependency of the response function is still missing. However, introducing the dependence is

not a complicated intervention; one can work with the local quantities (n̂pr, tq, vperpr, tq) from the

beginning, which leads to the position- and frequency-dependent density-density response function:

χpr, r1, ωq � F tT

�
δnpr, tq

δvperpr1, t1q


� lim

ΓÑ0

¸
λ

�
oλprqo�λpr1q

pω � iΓq � pEλ � E0q �
o�λprqoλpr1q

pω � iΓq � pEλ � E0q
�
.

(3.7)

It is important to note that, unlike in the time domain, there is no reason why the measurement

in the space domain should depend only on distance and not directly on r and r1. Here, too, the

wave example can give us an intuition. Let us imagine a perfect lake which looks the same in all

directions and is infinitely extended and deep. We would call this lake homogeneous. In this case,

it would not matter where we carry out our measurement r or where the disturbance happens

r1. Only the distance |r � r1| between the origin of the wave r1 and the measurement r would be

decisive because we would find the same conditions everywhere. However, a natural lake is not

perfect; it has differences in depth and perhaps even other boundary conditions due to protruding

stones, so it may be that, depending on the place of origin of the wave and the measurement, all

these irregularities play a role. It is the same in an real material. For example, the distribution of

electrons has irregularities depending on the local interaction due to the underlying structure of

the crystal lattice, making a difference at which position we disturb the system and measure. For

this reason, we cannot generally expect a simple distance dependency.

Now that we know the dielectric susceptibility in the form of a formula on the microscopic level (Eq.

(3.7)), we should ask ourselves: How can we use this equation in practice? This question arises from

two observations: Firstly, the density-density response function depends on the oscillator strengths

oλ and secondly, on the eigenenergies of the many-body electron Hamiltonian (Eq. (3.1)) without

external perturbation. The problem, however, is that we know neither. The solution to this

problem is deferred to the next but one section (Ch. 3.3), in which we will learn a way around this
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problem. However, before we deal with this, we should first look at how we get from the microscopic

dielectric susceptibility to the macroscopic function, which is measured in experiments.

3.2 Macroscopic dielectric function

Since the decisive parameter for our optical experiments is the dielectric function, it is first nec-

essary to establish a link between microscopic susceptibility and microscopic dielectric function.

The next step will be establishing a link between microscopic and macroscopic dielectric function.

To make the task as simple as possible, we introduce a notation that combines space (r), time (t),

and spin (σ) variables in one variable j P N, defined as j � prj , tj , σjq. The notation implies that

the sum over spin and integration over space and time can be represented as
°
σj

³
drj

³
dtj �:

³
dj .

The reason for the notation is to focus more on physics and mathematics than on indices and

symbols.

To derive an equation for the microscopic dielectric function, we use classical electrodynamics in

which the total potential vtot of a perturbed system is given by the sum of the external perturbative

potential vper and the induced potential vind in the material [46]:

δvtotp1q � δvperp1q � δvindp1q. (3.8)

Since the induced density creates an induced potential. Its classical part is the induced Hartree

potential vHp1q :� ³
d2 vcp1, 2qnp2q, which is the quantity we need here on the classical level of our

description vindp1q Ñ vHp1q. With this relation, we can further rewrite equation (3.8) as follows:

δvtotp1q � δvperp1q �
»
d2 vcp1, 2qδnp2q � δvperp1q � δvHp1q. (3.9)

In order to bring the dielectric susceptibility into the equation, we can utilize the relationship

δn � χδvper introduced in equation (3.7) to rewrite equation (3.9) as:

δvtotp1q � δvperp1q �
»
d2d3 vcp1, 2qχp2, 3qδvperp3q �

»
d3

�
δp1, 3q �

»
d2 vcp1, 2qχp2, 3q



δvperp3q.

(3.10)

Finally, we define the inverse microscopic dielectric function

ε�1p1, 2q :� δp1, 2q �
»
d2 vcp1, 2qχp2, 3q. (3.11)

The equation we obtain for the dielectric function provides us with the link between the dielectric

susceptibility and the dielectric function at the microscopic level. As already in the macroscopic

case (Eq. (2.1)), the dielectric function encompasses two cases: the response of the environment

without material inside (represented by the delta function), which leaves the outer field unchanged,

and the response of the material to an external perturbation, which changes the outer field. Now

that we know the link between the microscopic dielectric function and the dielectric susceptibility,

the question is: How do we get to the macroscopic dielectric function?

To answer this question, it is worth answering another question: What is the connection between

the microscopic total potential and the macroscopic one? This question is much easier to answer,

and since the total potential depends on the dielectric function (Eq. (3.10)), the answer leads

directly to the answer to our actual question.
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In order to answer the question about the link between microscopic and macroscopic potential,

let us briefly conduct a short thought experiment: Let us imagine that we are an electron sitting

on the surface of a material, and we see a potential landscape of hills and valleys. Since we

are on the material’s surface, we perceive all the irregularities of the potential landscape. Now,

we move far away from the material until it is just a tiny, unresolved area on the horizon. We

still feel the material’s potential in this case, but it is no longer finely resolved but macroscopic.

Nevertheless, since all the hills and valleys contribute to this potential, it must be an averaging

over the landscape, i.e. an integration, which we feel.

After this thought experiment, we will package the words in equations. For this, we consider the

specific case of a perfect crystal with a periodic potential and transform the essential quantities

(Eq. (3.10) and Eq. (3.11)) in the Fourier space. In order to accomplish this, we remember that

all quantities in the dielectric function depend only on the time difference. Therefore, the Fourier

transformation in frequency and reciprocal space domain for the dielectric function leads to

ε�1
G,G1pq, ωq � δG,G1 � vcpq �GqχG,G1pq, ωq (3.12)

and similar to the total potential in reciprocal space

δvtotpq �G, ωq �
¸
G1

ε�1
G,G1pq, ωqδvperpq �G1, ωq. (3.13)

In both equations, q represents the reciprocal vector of the first Brillouin zone and G is the lattice

vector in reciprocal space.

Now that we have these quantities, we can look at how we can do spatial averaging. To this end,

we follow [38]. The idea is to find out what spatial averaging means in reciprocal space. For this

purpose, we start with the usual assumption that lattice-related microscopic quantities are lattice

periodic, and therefore, we can perform a Fourier expansion of a potential as:

V pr, ωq �
¸
q,G

V pq �G, ωq exppipq �Gqrq �
¸
q

exppiqrq
¸
G

V pq �G, ωq exppiGRq �

�:
¸
q

exppiqrqV pq, r, ωq,

where V pq, r, ωq is periodic concerning the underlying Bravais lattice V pq, r, ωq � V pq, r�R, ωq.
Next, we want to perform a macroscopic average

VM pq, ωq � 1

V0

»
dr V pq, r, ωq,

where V0 is the volume of the unit cell. If we work out this equation further by evaluating explicitly

the Fourier transformation

VM pq, ωq � 1

V0

»
dr V pq, r, ωq � 1

V0

¸
G

V pq�G, ωq
»
dr exppiGrq �

¸
G

V pq�G, ωqδG,0 � V pq, ωq,

we obtain that the link between microscopic and macroscopic crystal periodic quantities is given

by setting in reciprocal space G � 0. This knowledge leads us to the equation for the macroscopic

total potential (Eq. (3.13)) given as:

δvMtotpq, ωq �
¸
G1

ε�1
0G1pq, ωqδvperpq �G1, ωq.
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Since the external field δvper is, in the case of spectroscopy, a macroscopic field δvperpq�G1, ωq �
δvperpq, ωq, the only component, which is different from zero, is the component G � 0. For this

reason, the final equation for the macroscopic total potential is:

δvMtotpq, ωq � ε�1
M pq, ωqδvMperpq, ωq � ε�1

0,0pq, ωqδvMperpq, ωq.

The obtained equation allows us to read directly what the connection between microscopic and

macroscopic dielectric function is

εM pq, ωq � 1

ε�1
0,0pq, ωq

� ε0,0pq, ωq. (3.14)

As we can see, the link between the macroscopic and microscopic dielectric functions is not a simple

average like it is for the potential. Instead, it involves an inversion. This opens up an interesting

question: What is the physical reason behind this behavior of the dielectric function? To answer

this question, we need an equation in which we can separate the G � G1 � 0 component from the

rest of the dielectric function. For this reason, we will directly invert equation (3.13) to obtain:

δvperpq, ωq �
¸
G1

ε0,G1pq, ωqδvtotpq �G1, ωq.

If we now split off the proportion G � G1 � 0, then we get

δvperpq, ωq � ε0,0pq, ωqδvtotpq, ωq �
¸

G1�0

ε0,G1pq, ωqδvtotpq �G1, ωq.

The resulting equation shows us that assuming εM pq, ωq � ε0,0pq, ωq implies neglecting the off-

diagonal elements of the microscopic total potential. However, this physical means that since

the perturbation is, by its definition, a macroscopic quantity, one would neglect information from

the induced potential and, therefore, from the material, referred to as crystal local-field effects

[47,48]. Therefore, the only case in which εM pq, ωq � ε0,0pq, ωq holds exactly is when εG,G1pq, ωq �
εG,Gpq, ωq is diagonal or in real-space εpr, r1, ωq � εp|r�r1|, ωq, which is equivalent to χpr, r1, ωq �
χp|r � r1|, ωq. This condition, as we already know, requires a perfectly homogeneous system.

Materials behaving similarly to the homogeneous electron gas, such as metals or some small-gap

semiconductors, would approximately satisfy this condition.

With the obtained link between dielectric function and susceptibility on a microscopic level (Eq.

(3.12)) and the link between microscopic and macroscopic dielectric (Eq. (3.14)), in principle, we

now have everything together to do theoretical spectroscopy. We know the crucial quantity, namely

the dielectric susceptibility (Eq. (3.7)) in the microscopic world, and we know how to obtain the

macroscopic dielectric function (Eq. (3.14)), which we need in order to reproduce experiments.

Unfortunately, we have a not-so-small problem. In order to calculate the dielectric susceptibility,

we need to know the ground state energies and the excited energies of the total electron many-

body problem (Eq. (3.1)), as well as the corresponding wave functions. However, this requirement

means we have to solve the whole electron many-body problem, which is impossible.

To get around this problem, it is necessary to take a different approach. Since the problem is that we

cannot calculate the necessary quantities for χ, we need a way that gives us the information of the

Hamiltonian without having to diagonalize it. Such a path is the introduction of Green’s functions,
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which can be described mathematically as the inverse of an operator Lp1qGp1, 2q � δp1, 2q, for

example, a Hamiltonian L � H, and thus contain the total amount of information from the

Hamiltonian.

3.3 Green’s function formalism

The primary objective of this section is to show one possible approach to address the challenge

posed by the lack of knowledge regarding the eigenstates and energies of the electron many-body

Hamiltonian (Eq. (3.1)) while investigating the density-density response function (Eq. (3.7)).

A formally exact method to rewrite this demanding task is the method of Green’s functions, which

contains the complete information of the system and contains therefore information such as ground

state energy and the excitation energies.

To enter the formalism of Green’s functions, we initiate our exploration from the broader context

of the correlation function. The advantage of using correlation functions, is that the description is

purely mathematical and thus universally valid. For us, this means that we have an important tool

to derive many quantities, such as the density-density correlation function or the Green’s functions.

With this tool, we will venture into the question: How is it possible to obtain the density-density

response function using Green’s function formalism?

3.3.1 Correlation functions

Before we get into mathematical formulations, it is worth getting a feel for the word correlation. We

look at the density-density response function (Eq. (3.3)) to do this. We have previously physically

interpreted this function as follows: We perturbed the system at a point in space and time pr1, t1q
and measured at a later time t at a different location r. Since the information was transferred

from pr1, t1q to pr, tq, these two places in space and time must be in mutual exchange, so they are

correlated. However, if we were to place a second material somewhere next to the disturbed one

and not disturb it but measure it, then we would not find any correlation between the disturbed

and undisturbed systems. The two materials would, therefore, be uncorrelated.

In order to put this simple example into a mathematical general concept, we will follow [46]. From

a mathematical point of view, we define quantities to be correlated when the expectation value of

their product does not equal the product of their expectation values (uncorrelated), expressed as:

xÂB̂y � xÂy xB̂y .

Elaborated further, the correlation function in the context of many-body physics can be written

as:

CABp1, 2q :� xÂHp1qB̂Hp2qy �
¸
λ

wλ xλ|ÂHp1qB̂Hp2q|λy ,

where ÂHp1q, B̂Hp2q are operators in the Heisenberg picture, |λy represents a many-body state,

and wλ � expp�βpEλ�µTNλqq°
λ expp�βpEλ�µTNλqq denotes the weight of state |λy in the grand-canonical ensemble at

the equilibrium with the inverse temperture β � 1{pkBTq and the chemical potential µT . As we

have seen in the case of the density-density response function (Eq. (3.3)), we will later focus on
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retarded (forward traveling in time, t1 ¡ t2) correlation functions. For this purpose, we define

C̃ABp1, 2q � �CBAp1, 2q for bosons/fermions, which allows us to obtain:

1. The Retarded Correlation function:

CRABp1, 2q :� θpt1 � t2q xrÂp1q, B̂p2qsy � θpt1 � t2qpCABp1, 2q � C̃p1, 2qq. (3.15)

2. The Time-ordered Correlation function:

CTABp1, 2q :� �xT rÂp1q, B̂p2qsy � θpt1 � t2qCABp1, 2q � θpt2 � t1qC̃p1, 2q
� CRABp1, 2q � C̃ABp1, 2q.

(3.16)

Since we will work mainly in the frequency domain, we want to express the correlation function

in frequency space. To do so, we assume a static Hamiltonian, we use the completeness relation

1 � °
λ1 |λ1y xλ1| and the transformation of pictures ÔHptq � exppiĤpt � t0qqÔ expp�iĤpt � t0qq,

which allows us to express the correlation function as:

CABpr1, r2, t1 � t2q �
¸
λλ1

wλ exppipEλ � Eλ1qpt1 � t2qqAλλ1pr1qBλ1λpr2q.

From this point we can perform a Fourier transformation for the correlation function

CABpr1, r2, ωq �
» 8
�8

dτ
¸
λλ1

wλAλλ1pr1qBλ1λpr2q exppipEλ � Eλ1qτq exppiωτq

� 2π
¸
λλ1

wλAλλ1pr1qBλ1λpr2qδpEλ � Eλ1 � ωq.

To account for the theta function found within the time-ordered or retarded correlation function,

we use the expression
³
dτ θp�τq exppiωτ � Γτq � � i

ω�iΓ [45] in order to perform the Fourier

transformation for the retarded correlation function

CRABpr1, r2, ωq �
»
dτ θpτqpCABpr1, r2, τq�C̃pr1, r2, τqq exppiωτq �: 2π

»
dτ θpτqAABpr1, r2, τq exppiωτq

�
»
dτ

»
dω1 θpτqAABpr1, r2, ω

1q expp�ipω1 � ωqτq � lim
ΓÑ0

i

»
dω1

AABpr1, r2, ω
1q

ω � ω1 � iΓ
,

and the time-ordered correlation function

CTABpr1, r2, ωq � lim
ΓÑ0

i

»
dω1

AABpr1, r2, ω
1q

ω � ω1 � iΓsgnpω1 � µT q , (3.17)

with the definition of the function AAB in the denominator as:

2πAABpr1, r2, ωq � CABpr1, r2, ωqr1	 expp�βpω � µT qqs.

For the reason that we are primarily interested in experiments in which we perceive effects such as

excitons, i.e. where there are as few disturbances as possible, such as phonons or the like, which

would smear out interesting characteristics [49–51], we usually work in the zero temperature limit

T Ñ 0 and with a fixed number of particles. In this limit the function AAB simplifies to:

AABpr1, r2, ωq �

$'&
'%
°
λ1 δpω � ελ1qA0λ1pr1qBλ0pr2q , ifω ¡ µT

	°λ1 δpω � ελ1qB0λpr2qAλ10pr1q , ifω   µT

with ελ1 � �pEλ1 � E0q, where � is for ω ¡ µT (resonant), and � is for ω   µT (anti-resonant).

With this tool in our toolbox, we are now able to directly write down any many-body correlation

function in its spectral representation by specifying only the operators Â and B̂. As we will see in

the following, there are many correlation functions that are important for us.
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3.3.2 Definition of the one-body Green’s function

The first correlation function we will derive is the one-body Green’s function, but before we do so,

we will first familiarise ourselves with the concept of Green’s functions.

The Green’s function formalism offers a mathematically rigorous framework to tackle the complex-

ities of many-body physics. Furthermore, it provides a valuable physical interpretation grounded

in the dynamics of moving and interacting particles. The additional notable advantage of Green’s

function formalism is its ability to employ the entire quantum field theory machinery, including

Feynman diagrams [52], Schwinger’s functional derivatives [53], and Dyson equations [45], within

the solid-state physics domain.

Within this framework, we adopt the general definition of the time-ordered one-body Green’s

function at T � 0 K, which, in second quantization, can be expressed as [45]:

Gp1, 2q :� �i xN |T rψ̂p1qψ̂:p2qs|Ny � �i x|T rψ̂p1qψ̂:p2qs|y ,

where |Ny represents the ground state of the interacting system corresponding to the full many-

body Hamiltonian and ψ̂:, ψ̂ are fermionic creation and annihilation operators. The time-ordered

product, in the definition of the Green’s function, can be elaborated as:

Gp1, 2q � �irθpt1 � t2q xN |ψ̂p1qψ̂:p2q|Ny � θpt2 � t1q xN |ψ̂:p2qψ̂p1q|Nys. (3.18)

To imbue physical significance into this quantity, we associate t1 ¡ t2 with the propagation of an

electron from r2 to r1, while t2 ¡ t1 describes the propagation of the anti-particle of the electron

(backwards propagation in time), commonly referred to as a hole, from r1 to r2.

In order to understand why Green’s functions are a practical tool, we can look at the remarkable

attribute of the one-body Green’s function, which lies in its capacity to recast the expectation value

of a one-body operator Â � limr1Ñr

³
drAprqψ̂:pr1qψ̂prq from a time-independent Hamiltonian

as [38]:

xN |Â|Ny � �i lim
r1Ñr

lim
t1Ñt�

»
drAprqGpr, r1, t, t1q.

An illustrative example of this concept is the one-particle density, which can be expressed together

with the Green’s function as:

nprq � xN |n̂prq|Ny � �i lim
r1Ñr

lim
t1Ñt�

»
dr δpr1 � rqGpr, r1, t, t1q � �iGpr, r, t, t�q,

where t� � limνÑ0 t� ν.

At this point, the result that we can write the density function using Green’s functions may seem

less spectacular. However, it is an essential indicator of our path because the one-body Green’s

function becomes a density by taking the spatial and temporal limit. Since we aim to obtain

the density-density response function using Green’s function formalism, the connection between

Green’s functions and density is already significant.

Having established the formidable utility of the Green’s function, we can ask ourselves: How

can we draw a connection between the one-body Green’s function and the formalism of correlation

functions? As we have seen above, the Green’s function is an expectation value of two time-ordered

operators, namely B̂ � ψ̂:, Â � ψ̂. According to what we have learned about correlation functions
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in the last section, we can, therefore, understand the one-body Green’s function as a time-ordered

correlation function �iCT
ψ̂ψ̂:

p1, 2q � Gp1, 2q of these two operators.

This perspective allows us to directly formulate the one-body Green’s function in spectral repre-

sentation (Eq. (3.17)) at zero-temperature [38]:

Gpr1, r2, ωq � lim
ΓÑ0

¸
λ

Ψλpr1qΨ�
λpr2q

ω � Eλ � iΓsgnpEλ � µT q , (3.19)

where Eλ ¡ µT corresponds to Ψλpr1q � xN |ψ̂pr1q|λy and Eλ � EpN � 1, λq�E0, while Eλ   µT

corresponds to Ψλpr1q � xλ|ψ̂pr1q|Ny and Eλ � E0 � EpN � 1, λq.
With the spectral representation, we can once again breathe some physical meaning into the whole

concept: The denominators of the Green’s function (Eq. (3.19)) have zeroes, which are therefore

poles. From a physical point of view, the poles represent, i.e. the electron addition/removal

energies ω � Eλ. The numerators represent amplitudes, which, while not normalized, adhere to

the completeness relation
°
λ ΨλprqΨ�

λpr1q � δpr � r1q [54].

This brief introduction to Green’s functions can be extended at will [23, 38, 45, 46]. However, we

will only derive what we need for this work. Therefore, it should be emphasised that we cannot

work with Green’s function as it stands as equation (3.19) any more than we can work with the

density-density response function. The common problem is, we also have to know the eigenstates

and energies of the many-body Hamiltonian.

Confronted with this problem, we must address the question: Can we derive an equation for the

one-body Green’s function that is independent of the eigenstates and energies of the many-body

Hamiltonian?

To answer this question, we need to delve deeper into the formalism of Green’s functions, which

leads us to the equation of motion for Green’s functions in the following section.

3.3.3 Equation of Motion for Green’s functions

As we have demonstrated in section 3.3.2, the one-body Green’s function (Eq. (3.19)) is a non-

trivial quantity, demanding the knowledge of many-body eigenenergies and states. Consequently,

solving this problem in a general manner remains elusive. Therefore, we will pursue an alternative

approach to tackle this challenge: The Equation of Motion (EoM) for the one-body Green’s func-

tions. For our journey, we will follow the thesis of M. Gatti [38] and S. Albrecht [54], as well as

the book interacting electrons [46].

We start from the many-body Hamiltonian of the electrons (Eq. (3.1)), which, in second quanti-

zation, can be expressed as:

Ĥ �
»
dr1 ψ̂

:pr1qh0pr1qψ̂pr1q � 1

2

»
dr1dr2 ψ̂

:pr1qψ̂:pr2qvcp|r1 � r2|qψ̂pr2qψ̂pr1q.

Here h0pr1q � � 1
2Br1

� vextpr1q describes the non-interacting system in an static external field.

Since the EoM describes the change in Green’s function over time, so the temporal evolution of

electron/hole propagation, we start with the time derivative of equation (3.18)

iBt1Gp1, 2q � Bt1rθpt1 � t2q x|ψ̂p1qψ̂:p2q|y � θpt2 � t1q x|ψ̂:p2qψ̂p1q|ys.
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To work this equation further we use Bt1θpt1�t2q � �Bt1θpt2�t1q � δpt1�t2q and the completeness

relation x|ψ̂pr1qψ̂:pr2q � ψ̂:pr2qψ̂pr1q|y � δpr1 � r2q, obtaining:

iBt1Gp1, 2q � δp1, 2q � i x|T riBt1 ψ̂p1qψ̂:p2qs|y .

In order to derive an expression for the time evolution of the field operator within the time-

ordered product, we utilize the equation of motion for the field operator iBt1 ψ̂p1q � h0p1qψ̂p1q �³
d2 vcp1, 2qψ̂:p2qψ̂p2qψ̂p1q. This allows us to rewrite the EoM of the Green’s function as follows:

riBt1 � h0p1qsGp1, 2q � δp1, 2q � i

»
d3 vcp1, 3q x|T rψ̂:p3�qψ̂p3qψ̂p1qψ̂:p2qs|y . (3.20)

To simplify this expression for further use, we employ the freedome of permutations inside the

time-ordered product and define the two-particle Green’s function as:

G2p1, 2, 3, 4q :� p�iq2 x|T rψ̂p1qψ̂p2qψ̂:p4qψ̂:p3qs|y . (3.21)

Substituting equation (3.21) into equation (3.20), we arrive at the EoM for the one-body Green’s

function, including the two-particle Green’s function

riBt1 � h0p1qsGp1, 2q � δp1, 2q � i

»
d3 vcp1, 3qG2p1, 3, 2, 3�q. (3.22)

The physical interpretation of the EoM for the one-body Green’s function is fascinating, as it

offers insights into the physical processes occurring when an electron or hole passes through a

material—the one-body term on the left-hand side of equation (3.22) describes the motion of

electrons or holes, inducing polarization in the system. On the other hand, the two-particle Green’s

function G2 captures the creation and annihilation of pairs of particles.

An intriguing result is achieved when one derives an EoM for the two-particle Green’s function,

which would involve the next higher-order, namely three-particle Green’s functions, and so on.

This leads to a cascade of interactions, illustrating how the original moving electron induces a

complex chain reaction involving other electron-hole pairs. This intricate information is encoded

in the second term on the right-hand side of equation (3.22).

Since we now have an equation of determination for one-body Green’s functions (Eq. (3.22)) that

is independent of the eigenfunctions and energies but depends on the two-particle Green’s function,

the question arises: Where do we get the two-particle Green’s function?

In principle, different approaches can be employed, including diagrammatic techniques [45, 52] or

Schwinger’s functional derivative [53]. However, we will follow the path of correlation functions,

as previously introduced. In this regard, we define the two-particle Green’s function (Eq. (3.21))

function as [46]:

p�iq2Cp1, 2q Ñ G2p1, 2, 11, 21q,

with operators ÂHpr1, t1q Ñ ψ̂:pr11 , t
�
1 qψ̂pr1, t1q and B̂Hpr2, t2q Ñ ψ̂:pr21 , t

�
2 qψ̂pr2, t2q. This

allows us to express the two-particle correlation function as:

Lp1, 2, 11, 21q � �G2p1, 2, 11, 21q �Gp1, 11qGp2, 21q, (3.23)

where we subtract the uncorrelated part GG from G2. The choice of sign in equation (3.23) is

merely a convention and should not lead to confusion. Applying the equation (3.23) to our purpose,
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as shown in equation (3.22), we find:

Lp1, 3, 2, 3�q � iGp1, 2qnp3q �G2p1, 3, 2, 3�q. (3.24)

Now we can insert equation (3.24) into the EoM for the one-body Green’s function (Eq. (3.22)),

obtaining:

riBt1 � h0p1q � vHp1qsGp1, 2q � δp1, 2q �
»
d3 Σxcp1, 3qGp3, 2q. (3.25)

For simplicity, we rewrote the equation by employing the identity relation of the Green’s functions³
d3G

�1p4, 3qGp3, 2q � δp4, 2q, and defining the exchange-correlation part of the self-energy

Σxcp1, 3q :� i

»
d4d5 vcp1, 5qLp1, 5, 4, 5�qG�1p4, 3q. (3.26)

The name exchange-correlation arises from the fact that it encapsulates the complete quantum

mechanical information of the interaction. On the other hand, the full self-energy Σ � vH � Σxc

represents the total potential experienced by the particle due to its environment.

With the expression (3.25), we have now found an equation of determination for the one-body

Green’s functions, independent of the eigenenergies and eigenstates of the many-body electron

Hamiltonian. However, the problem remains that within the determination equation, there is

a quantity that we do not know. In this case, it is the two-particle correlation function. The

fascinating thing is that the quantity we are missing to calculate Green’s functions is precisely

the quantity we seek. This quantity describes the correlation function between two particles in

an environment, similar to the density-density correlation function. So the crucial question arises:

Can we convert the two-particle correlation function into the density-density correlation function?

3.3.4 Two-particle correlation function

As we have already seen, it is to be expected that the density-density and the two-particle corre-

lation function belong together because by taking the limit for the Green’s functions in time and

space, one obtains the density.

If we now put the whole idea into an equation by starting with the definition of the two-particle

correlation function (Eq. (3.23)) and taking the time and space limit, we obtain

Lp1, 2, 11, 21q Ñ Lp1, 2, 1�, 2�q :� �G2p1, 2, 1�, 2�q �Gp1, 1�qGp2, 2�q. (3.27)

The correlation function in time and space limit could be rewritten by using the connection

between density and Green’s function G2p1, 2, 1�, 2�q :� p�iq2 x|T rψ̂p1qψ̂p2qψ̂:p2�qψ̂:p1�qs|y �
xT rn̂p1qn̂p2qsy,
p�iqGp1, 1�q � np1q, in order to obtain:

Lp1, 2, 1�, 2�q � xT rn̂p1qn̂p2qsy � np1qnp2q. (3.28)

However, as we can see the obtained equation defines nothing else than a density-density correlation

function, with the second term representing the uncorrelated part.

Comparing the definition of χ (Eq. (3.3)) with equation (3.28), we observe that by multiplying

equation (3.28) with p�iq, we obtain the density-density correlation function. Since there is a time-

order relation involved, we obtain the time-ordered density-density response function by accounting



3.3 Green’s function formalism 31

for the uncorrelated part:

χT p1, 2q � �iLp1, 2, 1�, 2�q.

Since the quantity of interest is a retarded density-density response function (Eq. (3.7)), we can

also express it as [46]:

χp1, 2q :� χRp1, 2q � �iLRp1, 2, 1�, 2�q � �iθpt1 � t2q x|rn̂p1qn̂p2qs|y ,

what exactly is what we were looking for. Since the time-ordered quantities χT and L are funda-

mental quantities in many-particle expansions and they are closely related to the retarded quantity

(Eq. (3.16)), there is no problem in staying in the time-ordered framwork, which we will do in the

following.

The link between the correlation functions shows that we can distil the essential information for the

density-density correlation function from the complicated structure of the two-particle correlation

function. Even though it is very practical, the crucial question now remains: How can we calculate

the two-particle correlation function?

The idea now is to exploit the link between χ and L and remember that the density-density

correlation function can be calculated as (Eq. (3.7)): χp1, 2q � δnp1q
δvperp2q .

This expression, together with the connection between the one-body Green’s function and the

density, allows us to write the link between χ and LR in a more general form

χp1, 2q � �iLRp1, 2, 1�, 2�q � δnp1q
δvperp2q � �i δGvper p1, 1

�q
δvperp2q .

Starting from this equation, we can further elaborate the general structure for L. For this procedure

we assume that the perturbative potential vper is a non-local perturbative potential in both time

and space, e.g. vperp1, 2q :� vperp1qδp1, 2q, which allows us to construct the generalized form for

the two-particle correlation function

Lp1, 3, 2, 4q � δGvper p1, 2q
δvperp3, 4q . (3.29)

Since we have shown a more argumentative derivation here, we would like to refer to more rigorous

derivations in the literature [38,46,53].

As it is usually the case in retrospect, the answers to previously unclear questions seem trivial. The

density-density correlation function describes how the density changes with the perturbation by an

external field, and the two-particle correlation function describes how the propagation of a particle

changes with the perturbation by an external field. Intuitively, it is immediately apparent that

these two quantities must be related. The interesting question now arises: Why did we even look

for this functional derivative of the Green’s function if we already know the functional derivative

of density?

Of course, in principle, it is possible to work with density in the so-called framework of time-

dependent density functional theory [55], but its advantage is also its disadvantage. Density is a

collective variable and contains information about many particles, making it very handy. On the

other hand, it is very complicated to understand the physics of the process and, thus, to derive

equations that would be helpful to obtain the dielectric susceptibility. For the one-body Green’s

function it is different. This quantity is physically very intuitive since it describes the propagation
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of a particle in its environment. For this reason, it is also relatively intuitive to derive equations

for the two-particle correlation function. However, the price is that we have more information than

we need to describe the experiments.

Consequently, we stick to the Green’s functions formalism, and our task for the next section will be

to derive the determination equation for the two-particle correlation function from the functional

derivative in equation (3.29). Going this way will lead us to the famous equation obtained by E.

E. Salpeter and H. A. Bethe, the Bethe-Salpeter equation [19].

3.4 Bethe-Salpeter equation

In the previous section, we explored how to derive one- and two-particle correlation functions. We

also established a connection between the density-density response function and the two-particle

correlation function. Furthermore, we obtained an expression for the two-particle correlation func-

tion as the derivative of the one-body Green’s function with respect to an external perturbation

(Eq. (3.29)).

Now, we aim to further develop this function to obtain an expression that is more workable, known

as the Bethe-Salpeter equation (BSE) [19]. To simplify our notation and avoid cumbersome expres-

sions, we will adopt an even simpler notation than before. We define the integration
³
d1Ap1qBp1q

as
³
d1Ap1qBp1q �: Ap1̄qBp1̄q.

3.4.1 Derivation of the Bethe Salpeter equation

From expression (3.29), we will now derive what is known as the BSE. The BSE is a Dyson-like

equation, which is, in principle, invertible, making it a valuable tool for obtaining the two-particle

correlation function L. For the derivation in this section, we follow [38].

To derive the BSE, we need to find an equation for the two-particle correlation function L �
δG{δvper (Eq. (3.29)) that we can use to transform G. For this purpose, we use the identity

G�1G � 1 and apply the derivative concerning vper, which, after employing the product rule and

inverting one Green’s function, leads to

δGvper p1, 11q
δvperp2, 21q � �Gvper p1, 3̄q

δG�1
vper p3̄, 4̄q

δvperp2, 21q Gvper p4̄, 1
1q. (3.30)

Next, we need an expression for the inverse of the one-body Green’s function G�1. Such an

equation can be derived by relating the EoM of the one-body Green’s function

riBt1 � h0p1q � vHp1q � vperp1qsGvper p1, 2q � δp1, 2q � Σxcp1, 3̄qGvper p3̄, 2q, (3.31)

to the EoM of the independent one-body Green’s function G0

riBt1 � h0p1q � vperp1qsG0,vper p1, 2q � δp1, 2q, (3.32)

which describes the propagation of a free particle under external perturbation. Using the property

Gvper{0p1, 2̄qG�1
vper{0p2̄, 3q � δp1, 3q in both equations gives us the possibility to bring the equations

together so that we obtain an expression for the inverse one-body Green’s function

G�1
vper p1, 2q � G�1

0,vper
p1, 2q � Σp1, 2q. (3.33)
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Inserting this equation into equation (3.30) and using the chain rule δΣ{δvper � δΣ{δGvperδGvper{δvper �
δΣ{δGvperL, will lead us to:

δGvper p1, 11q
δvperp2, 21q � Gvper p1, 2qGvper p21, 11q �Gvper p1, 3̄qGvper p4̄, 11q

δΣp3̄, 4̄q
δGvper p5̄, 6̄q

Lp5̄, 2, 6̄, 21q.

The next step is to take the limit of weak perturbation vper Ñ 0, obtaining:

Lp1, 2, 11, 21q � Gp1, 2qGp21, 11q �Gp1, 3̄qGp4̄, 11q δΣp3̄, 4̄q
δGp5̄, 6̄qLp5̄, 2, 6̄, 2

1q.

Finally, we define the uncorrelated part GG as L0p1, 2, 11, 21q :� Gp1, 2qGp21, 11q, which gives us

the famous BSE in theoretical spectroscopy:

Lp1, 2, 11, 21q � L0p1, 2, 11, 21q � L0p1, 4̄, 11, 3̄q δΣp3̄, 4̄q
δGp5̄, 6̄qLp5̄, 2, 6̄, 2

1q. (3.34)

With equation (3.34) it is now formally possible to calculate the two-particle correlation function L

by inverting the equation L � r1�L0pδΣ{δGqs�1L0. As we will see later, however, this is not the

most innovative way to solve this problem because we would have to invert a four-point function

in which each index depends on time, position and spin.

For the moment, that is our minor problem. As we see in the equation, the BSE depends on the

self-energy Σ, but this quantity itself depends on L (Eq. (3.26)). However, this means we need the

final information L in advance in order to be able to solve the equation exactly at all. So before

we venture into a more ingenious solution for BSE, we should ask ourselves the question: Where

do we get the self-energy for the BSE?

3.4.2 The Random-Phase, Hatree-Fock and GW-approximation

Since the self-energy is exact but contains Green’s function or the two-particle correlation func-

tion, which itself contains the self-energy, solving the problem necessitates an iterative approach.

However, this iterative procedure would be numerically complex and the way how to do it is in

general unclear. The more established way is to make approximations for the self-energy, and

therefore also for all quantities, which include the self-energy, like the one-body Green’s function

G, the uncorrelated part L0 of the BSE, and the functional derivative of the kernel δΣ{δG.

In the following, we will explore four commonly used approximations for the self-energy: The

independent-particle approximation (IP), the Random-Phase approximation (RPA), the time-

dependent Hartree-Fock (TDHF) and the GW approximation.

For the purpose of making approximations, we will start from the exact equation for the self-energy

(Eq. (3.26)) [46]:

Σp1, 2q � vHp1, 2q � ivcp1, 4̄qGp1, 3̄q
�
δG�1p3̄, 2q
δvperp4̄�q

�

� vHp1, 2q � Σxp1, 2q � iGp1, 3̄qΞp3̄, 5̄, 2, 6̄qvcp1�, 4̄qLp6̄, 4̄, 5̄, 4̄�q,

where we used the definintion of the interaction-kernel Ξ :� iδΣ{δG � iδpvH � Σxcq{δG.

The last line of the self-energy offers us an ideal starting point for our analysis: The first term cor-

responds to the classical mean-field Hartree potential; the second term is the exact exchange term
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(non-local exchange), defined as Σxp1, 2q � iGp1, 2qvcp1�, 2q and the last term represents a gen-

eralized induced non-local potential. Since the first two terms are less complicated to understand

from a physical point of view, we will take a closer look at the last one.

To make the physical meaning of the induced non-local potential more visible we consider equation

(3.8), where the classical induced potential was written as vind � vcn � vcχvper � vcχvcn. If we

compare the structure of the equation for the classical induced potential with the last equation

and recall that LÑ χ and GÑ n, we can define Σc � vcLpiΞqG in order to work out the relation

between the classical induced potential (Ξ � vc) and the more general one (Ξ � iδpvH �Σxcq{δG).

Having worked out the general structure, we can observe that Σc, expresses the change in the

induced potentials due to the propagation of an extra particle. In other words, the extra particle

polarizes the system and causes other particles to move, and this reaction self-consistently modifies

the potentials that the extra particle experiences. Due to the description of the correlation between

the particles, Σc is also called the correlation part.

After we have worked out the physical meaning of the individual terms of the self-energy, we can

look at how they contribute to an absorption spectrum.

To do so, we proceed as follows:

1. We choose an approximation Σapx for the self energy Σ � Σapx

2. We use the approximated self-energy for the calculation of the one-body Green’s function

Gapx

3. We construct the uncorrelated part of the BSE Lapx0 � GapxGapx using the Green’s function

from step 2

4. We approximate the functional derivative δΣ{δG � δΣapx{δGapx

5. We calculate the absorption spectrum using the approximated quantities from steps 3 and 4

To familiarize ourselves with the approximations, we will start our journey with the most basic

approximations, namely, where we consider the particles as independent particles (IP)

ΣIP p1, 2q � 0, (3.35)

and the RPA, where we only include the classical mean-field Hartree potential in the self-energy

ΣRPAp1, 2q � vHp1, 2q. (3.36)

It is important to note that the RPA approximation means, as seen at the end of section 3.2

that we consider the crystal local fields in the calculations and only the classical part of the

coulomb interaction for the interaction between the particles. Furthermore, we should remember

that by both approximations, we neglect the exchange-correlation part entirely, i.e., all quantum

mechanical parts in the calculations, both for Green’s functions and the BSE. This means that

what we consider in our calculations are classical particles that either interact via an averaged field

(RPA) or do not interact at all (IP).

In the following, we will examine how these assumptions affect the absorption spectra for Si and

LiF compared to experimental spectra.
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Figure 3.1: Comparison of the absorption spectra (Impεpωqq) in the IP approximation (Eq.

(3.35)) (green), RPA (Eq. (3.36)) (red) and experimental results (black) for a) silicon and b)

lithium fluoride. It turns out that for materials with bound excitons close to the optical band

edge (a)) and materials with strongly bound excitons (b)), the contribution of the local field pri-

marily causes a reduction in the intensity of the spectrum. In both cases, no additional struc-

tures are visible due to the consideration of the local field effects. Numerical values are given

in Appendix A; calculations were performed on an 8k grid (2048 k-points) using a Kohn-Sham

band structure. Experimental data were taken from [40] for silicon and from [41] for lithium flu-

oride.

Comparing the RPA and IP approximations in figure 3.1, we see that the variation of the Hartree

potential in the RPA lowers the overall magnitude of the absorption spectrum in both Si and LiF.

The reason for a reduction in intensity is that the Hartree fraction represents a repulsive collective

interaction of the electrons and, thus, contributes to a reduction in the excitation number of the

electrons, which now repel each other compared to the independent particle spectrum.

However, it does not introduce additional features that would provide a good description of ex-

perimental results as we have seen them in the beginning. This suggests that classical collective

interactions, given by the RPA, are not sufficient to explain the observed features in absorption

experiments, so we need to include effects beyond, namely quantum-mechanical interactions.

Before we do so, however, it should be mentioned that, as we have already seen in the introductory

chapter 2 (Fig. 2.2), a classical description of the interactions through the RPA is sufficiently good

to describe EELS since we are dealing in this case with a collective oscillation of electrons and not

with individual electron-hole pairs.

Having clarified this point, we will consider the quantum mechanical effects piece by piece.

In a system where correlation effects are less critical (meaning L � 0 or Ξ � 0), such as a system

with very few electrons in a large space, the self-energy is approximately given by:

Σp1, 2q � vHp1, 2q � Σxp1, 2q � �iδp1, 2qvcp1, 3̄qGp3̄, 3̄�q � ivcp1�, 2qGp1, 2q.

The obtained expression is known as the Hartree-Fock approximation [46]. If we use this approx-

imation for the self-energy, i.e. if we build up both the Green’s function and thus L0 with it as
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described at the beginning and also approximate the interaction kernel with it, then we obtain the

so-called time-dependent Hartree-Fock approximation of the BSE.

Physically, we can understand this approximation as follows: Suppose we have two non-interacting

particles, but of quantum mechanical nature, then there are two parts we have to consider in

the two-particle Green’s function (Eq. (3.24)), namely firstly that the particles follow their path

completely unaffected by each other or that the particles are indistinguishable and therefore they

are exchanged. These two components are then reflected in the self-energy as Hartree potential

(vH) and exchange component (Σx).

If we consider only these two components in the functional derivation of the BSE, we obtain:

LTDHF p1, 2, 11, 21q � LHF0 p1, 2, 11, 21q

�iLHF0 p1, 4̄, 11, 3̄q rvcp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q � vcp3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄qsLTDHF p5̄, 2, 6̄, 21q.

We see that both components are only described by the Coulomb component, but the indices are

reversed so that these components do not cancel each other out, although they have opposite signs.

The reason for the different signs is that the first part, which follows from the Hartree potential,

describes a repulsive interaction, as we have stated in the case of RPA, and consequently the second

part, which follows from the exchange part of self-energy, describes an attractive interaction.

Before we go into the physics of this interaction in more detail, let us consider the result from

the work of Bruneval [56] for the absorption spectrum of Si (Fig. 3.6 in [56]). Using the TDHF

approximation in the BSE, one can observe that it leads to a blue shift of the spectrum and to the

generation of a single peak. The reason for this can be attributed to the fact that the attractive

portion described by the exchange part is too strong and would, therefore, lead to strongly bound

excitons in all materials [56].

In order to understand the whole thing more intuitively, let us go back to the two-particle Green’s

function. For the Hartree-Fock approximation, we assumed that we only consider two particles that

do not interact with each other, and therefore, the self-energy only consists of an independent part

and an exchange part. However, when we discussed the EoM of Green’s function, we noted that the

problem of the emerging two-particle Green’s function could theoretically be solved iteratively, but

this would result in the two-particle Green’s function becoming a three-particle Green’s function

and this a four-particle Green’s function, etc.. This shows us that the name two-particle Green’s

function is deceptive because it contains information about the interaction of all particles with

each other. So, what we neglect by the Hartree-Fock approximation is the effect of the other

electrons and holes in the BSE. For this reason, we can refer to the particles in the Hartree-

Fock approximation as bare electrons and bare holes since we neglect the entire environment that

interacts with them.

The fact that the TDHF BSE description of absorption spectra in bulk materials is inadequate

means that we have to turn the bare particles into dressed particles, i.e. take their environment

into account. Since the Hartree-Fock approximation also follows directly from the fact that we

have neglected the correlation part (Σc � 0) in the self-energy, we now have to take this part into

account in order to turn the bare particles into dressed ones. The problem, however, is that we do

not know the two-particle correlation function L, which means we have to make an approximation.
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For this reason, we will assume that the interaction in the correlation part is mainly due to the

Hartree part Ξ � iδΣ{δG � iδpvH � Σxcq{δG � iδvH{δG � vc. This assumption is because

the Hartree part in many materials represents the most significant proportion in terms of the

magnitude of the self-energy. The approximation allows us to write the exchange-correlation part

of the self-energy as [46]:

Σxcp1, 2q � ΣGWxc p1, 2q � Σxp1, 2q � vcp1�, 3̄qGp1, 2qLp4̄, 3̄, 4̄�, 3̄�qvcp2, 4̄�q.

Further elaborating the expression for the self-energy by taking into account that�iLp4̄, 3̄, 4̄�, 3̄�q �
χp4, 3q holds. We can rewrite the exchange-correlation part of the self-energy in the so called GW -

approximation as [57]:

ΣGWxc p1, 2q � iGp1, 2q �vcp1�, 2q � vcp1�, 3̄qχp3̄, 4̄qvcp4̄, 2q
� �

� iGp1, 2qε�1p1�, 4̄qvcp4̄, 2q :� iGp1, 2qW p1�, 2q,
(3.37)

where W is the screened Coulomb interaction, defined as W p1, 2q � ε�1p1, 3̄qvcp3̄, 2q. Since we find

in the BSE (Eq. (3.34)) the structure δΣxc{δG, we have to work out the equation (3.37) further

δΣxcp1, 2q
δGp3, 4q � δΣGWxc p1, 2q

δGp3, 4q � i
δGp1, 2q
δGp3, 4qW p1�, 2q � iGp1, 2qδW p1�, 2q

δGp3, 4q .

Before we continue with the derivation, we want to give the obtained expression a physical meaning:

The first part is, of course, simply the screened exchange part, the second term, however, contains

information about how screening changes when the system is perturbed [46], and it can be further

evaluated as [58]:

δW p1�, 2q
δGp3, 4q � �

W p1�, 4qW p3, 2q �W p1�, 3qW p4, 2q�Gp4, 3q.
Therefore, the full kernel in the GW approximation reads:

δΣGWxc p1, 2q
δGp3, 4q � iδp1, 3qδp2, 4qW p1�, 2q � iGp1, 2q �W p1�, 4qW p3, 2q �W p1�, 3qW p4, 2q�Gp4, 3q.

Mostly, however, the second term is neglected for consistency reasons. To see this, we need to take

a different route to derive the GW approximation, which is through a diagrammatic expansion of

the self-energy, which up to the second order in W is given by [57]:

Σxcp1, 2q � iGp1, 2qW p1�, 2q �Gp1, 3̄qGp3̄, 4̄qGp4̄, 2qW p1�, 4̄qW p3̄, 2q � . . . .

The first-order term in this expression is a second-order term in W , similar to what we obtained

from the previous derivation of δW {δG. So, suppose we want to concentrate purely on the GW

approximation, i.e., the first term in the diagrammatic expansion. We should also neglect the term

δW {δG.

Under this assumption, we obtain the interaction kernel in the BSE in GW -approximation as:

δΣGWxc p1, 2q
δGp3, 4q � iδp1, 3qδp2, 4qW p1�, 2q,

which leads to the BSE in GW -approximation

LGW p1, 2, 11, 21q � LGW0 p1, 2, 11, 21q
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�iLGW0 p1, 4̄, 11, 3̄q rvcp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q �W p3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄qsLGW p5̄, 2, 6̄, 21q.

It is interesting to briefly analyse this equation physically. The expression shows that the interac-

tion part that comes from the Hartree potential represents a repulsive interaction, as in the case

of the TDHF approximation, and the attractive part, which was previously only described by the

part coming from the exchange part of the self-energy, is now given by a screened version of the

exchange part. Since the screening considers the influence of the interaction of all electrons and

holes, i.e. the environment of an interacting electron-hole pair, this attractive interaction now

describes the interaction between dressed particles.

To avoid confusion, the following should be briefly noted: An alternative definition of the BSE is

often used, which has the same structure as above but with a positive sign instead of (�i). This

arises from the fact that if we start by defining L as L � �iδG{δvper and L0 as L0 � iGG, we end

up with [21,38,59]

LGW p1, 2, 11, 21q � LGW0 p1, 2, 11, 21q
�LGW0 p1, 4̄, 11, 3̄q rvcp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q �W p3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄qsLGW p5̄, 2, 6̄, 21q

(3.38)

and the link between L and χ as χp1, 2q � Lp1, 2, 1�, 2�q.
Now that we have decomposed the self-energy into its fundamentals and found a way to take into

account both the classical part of the self-energy and the quantum mechanical part in the form of

the exchange and correlation part in an approximate form in the BSE, we still lack information

to make the equation useful in practice. The problem is that we do not know where to get ε in

W , since it is the quantity, which we want to obtain at the end. For this reason, in the following

section, we deal with the question: How can we calculate the screening ε for W?

3.4.3 W Random-Phase approximation

In practice, we face a challenging task. When examining equation ((3.37), (3.38)), we observe that

the screened Coulomb potential W depends on the dielectric function ε�1 and therefore, according

to equation (3.11) on the dielectric susceptibility χ. This implies that to solve our problem, we

must first address it, which would lead to a self-consistent problem. As one might anticipate, this

self-consistent approach can become computationally intensive since one must solve the problem

iteratively. For this reason, researchers usually avoid employing this method and take a step back

and calculate the dielectric function using the RPA

LRPAp1, 2, 11, 21q � L0p1, 2, 11, 21q � L0p1, 4̄, 11, 3̄q rvcp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄qsLRPAp5̄, 2, 6̄, 21q
� L0p1, 2, 11, 21q � L0p1, 3̄, 11, 3̄qvcp3̄, 5̄qLHp5̄, 2, 5̄, 21q,

(3.39)

where L0 is constructed from Green’s functions, which only consider the Hartree part in the self-

energy. However, as we will see later (Ch. 4.4.2), for practical use, so-called Kohn-Sham orbitals

and eigenvalues are used to construct L0 or, to be precise, χ0. If we now combine equation (3.38)

with the connection between the dielectric susceptibility and the two-particle correlation function

(χp1, 2q � Lp1, 2, 1�, 2�q, χ0p1, 2q � L0p1, 2, 1�, 2�q), then we get for the dielectric susceptibility

χRPAp1, 2q � χ0p1, 2q � χ0p1, 3̄qvcp3̄, 4̄qχRPAp4̄, 2q
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and for the dielectric function (Eq. (3.12)):

�
εRPA

��1

G,G1 pq, ωq � δG,G1 � vcpq �GqχRPAG,G1pq, ωq.

In this approximation, W in reciprocal space can be written as:

WRPA
G,G1 pq, ωq �

4π
�
εRPA

��1

G,G1 pq, ωq
|q �G||q �G1| .

Knowing now how we could approximate the screening, the question arises: Why should this

approximation work? The reason for this is that spectroscopy calculations typically employ a GW

calculation for the Green’s function (Eq. (3.25)) and, therefore, for L0 Ñ LGW0 , which can be

found in BSE, as well as for the interaction-kernel in the BSE. This approach leads to a partial

error cancellation between the LGW0 calculation (which opens the gap) and the BSE calculation

(which closes the gap), as W has opposite signs in both cases [22]. Therefore, it is advisable to

choose an entirely consistent W , denoted as ensuring uniform treatment for both the calculation

of L0 and BSE calculations [60].

However, not knowing the screening is not the only problem, we are also confronted with the fact

that the screening is time dependent, as we have seen in the final BSE in GW -approximation

and here in W . But this time dependency makes it much more complicated to solve the BSE

since all times mixes and the two-particle correlation function would depend on three frequency

parameters [59]. However if we could neglecte the time dependence of the W -part (W p1, 2q Ñ
W pr1, r2qδpt1 � t2q), than the BSE would reduce to a single frequency [59]. It is therefore worth

asking the following question: What is the physical meaning of this time dependence, and can we

neglect it?

We only want to clarify the reason phenomenologically here and refer to section 4.5.4 for a more

detailed explanation, as we still lack some knowledge of a detailed explanation at this point.

As we have seen in the last section, screening comes into play when we consider the correlation

part of the self-energy, which means that we consider correlations between electrons, holes and the

entire electron gas. If we now perturb our system, e.g., creating electron-hole pairs, we change the

environment of the particles, which leads to a rearrangement of them. This process, of course, is

not instantaneous but retarded, which is why the screening is time-dependent and, therefore, W . If

one would like to give an estimation of the time delay, one could assume that in an electron-gas, the

correlation builds up in a period of the plasma oscillation � 2π{ωp [23]. This estimation already

tells us something important, which we will work out in section 4.5.4, it is the plasma frequency

that determines whether a static approximation could work or not since if the plasma frequency

is significant, then the retardation of the screening is small. For the moment, however, we assume

that the static approximation is suitable for Si and LiF, leading us to

WRPA
G,G1 pq, ωq ÑWRPA

G,G1 pq, ω � 0q �
4π
�
εRPA
G,G1

	�1

pq, ω � 0q
|q �G||q �G1|

and therefore to the static or adiabatic BSE

LGW p1, 2, 11, 21q Ñ LAGW0 p1, 2, 11, 21q � LAGW0 p1, 2, 11, 21q
�LAGW0 p1, 4̄, 11, 3̄q �vcp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q �WAp3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄q�LAGW p5̄, 2, 6̄, 21q, (3.40)
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where the adiabatic W is defined as: WAp3, 4q :�W pr3, r4qδpt3 � t4q.

Figure 3.2: Plot of the absorption spectra (Impεpωqq) in the IP approximation (Eq. (3.35))

(green), RPA (Eq. (3.36)) (red) and static GW-BSE (Eq. (3.40)) (black) approximations for

a) silicon and b) lithium fluoride. As can be seen in the case of bound excitons close to the

band edge (a)), the spectrum is enhanced directly at the optical band edge due to the excitonic

effects, but in the case of strongly bound excitons (b)), strong peaks form within the optical

bandgap and close to the optical band edge. The reason for such behavior is the varying inten-

sity of the excitonic effects in the two materials. Numerical values are given in Appendix A; cal-

culations were performed on an 8k grid (2048 k-points) using a Kohn-Sham band structure.

A change in the spectrum can be observed by considering the exchange-correlation part in the static

GW approximation. Generally speaking, taking these effects into account leads to additional

enhancements near (Fig. 3.2 a)) or within the optical bandgap (Fig. 3.2 b)), which were not

previously visible in a classical or independent-particle description. These come about because the

exchange-correlation component contributes with a negative sign to the interaction, i.e. describes

an attractive interaction between dressed electron-hole pairs as discussed before.

However, the difference between the materials is, at this point, not so noticeable. For this reason,

we can turn to a simple description of the screening in order to make the discussion as simple

as possible. For this purpose, we assume screening as a scalar quantity ε�1
G,G1pqq Ñ ε�1

mac in W .

If ε�1
mac approaches 1, we immediately return the TDHF approximation, which leads to strongly

bound excitons in all materials, as we have discussed before. The other limit is when ε�1
mac becomes

infinitely large; in this case, W disappears, and we are left with the RPA approximation.

In the case of Si (Fig. 3.2 a)), we are dealing with a material with a more substantial screening

εmac � 11.4 [61] i.e. the interaction between electrons and holes is more strongly shielded. There-

fore, excitonic effects are less dominant. This is particularly evident when looking at the spectrum

from around 4 eV, which looks very similar to the IP or RPA’s structure.

However, this is not the only effect, which, in principle, must be taken into account since, according

to this estimation, we would not expect such strong excitonic effects as we see them for Si. The

strong excitonic effects could be traced back to the fact that Si has regions in which the bands are
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almost parallel, meaning many IP transitions at almost the same energy mixes.

In the case of LiF (Fig. 3.2 b)), we see strong excitonic effects since excitations occur within the

optical bandgap. This indicates that the screening is significantly weaker (εmac � 1.9 [62]) than in

Si.

Since we have already compared the static GW-BSE calculation at the beginning of the first chapter

in figure 2.1 with the experimental data, we know that the BSE in static GW-approximation is

sufficiently good to reproduce experimental absorption spectra for Si and LiF. For this reason, we

will assume only the static GW approximation in the following and refer for a detailed discussion

on this choice to section 4.5.4.

3.5 Intermediate summary

In this chapter, we have dealt intensively with obtaining the decisive quantity of spectroscopy

χ, including all interactions in a many-electron system. To do this, we took two approaches.

First, we considered the problem using the density-density-reponse formalism and the associated

linear approximation. In this formalism, we derived χ, identified its structure as a density-density

correlation function, and derived meaningful connections for later calculations. The problem with

the density-density reponse formalism, however, was that to calculate the dielectric susceptibility.

In principle, the many-body problem should have been solved in a first place, since we would

at least have to know the oscillator strength matrix elements for the transitions from ground to

excited states and the corresponding energies. For this reason, we have taken a second approach,

the one via the Green’s function formalism.

We have seen that the Green’s function formalism is a practical and powerful tool to put the

quantities we are really interested in into a form such that it is no longer necessary to solve the

full many-body problem.

In this spirt, we derived the two-particle correlation function using the correlation functions for-

malism and directly connecting it to the density-density correlation function. This equation and

the knowledge we received from density-density reponse formalism allowed us to derive the crucial

equation of this chapter, the Bethe Salpeter equation.

The Bethe Salpeter equation theoretically allows the two-particle correlation function to be calcu-

lated and, thus, the density-density correlation function without having to solve the many-body

problem beforehand. However, we have seen that the problem is not easy to solve, primarily due to

the correlation part of the exchange-correlation self-energy. For this reason, we then delved deeper

into some very important approximations. Among other things, we have derived the most crucial

approximation in this field, the static GW approximation, representing the standard approximation

for bulk materials.

Having arrived at this point, we are in a position to reformulate the BSE so that we can use it. So

far it would have meant we would have to invert the four-point function L and then to take the

diagonal part in order to get χ, which would have a very high numerical effort and was done by

Hanke and Sham [63] using a small basis.
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The working framework

”I think it’s tempting when the only tool

you have is a hammer to treat everything

as if it were a nail.”

Abraham Maslow

So far, we have been working on obtaining a method to calculate the dielectric susceptibility

quantum mechanically without it being necessary to know the eigenstates or eigenenergies of the

electronic many-particle Hamiltonian (Eq. (3.1)). This is made possible by rephrasing the problem

in terms of the Bethe Salpeter equation. However, the exact ingredients of this equation are not

accessible in practice. Moreover, solving the BSE comes with a high numerical effort, requiring

an inversion of a four-point function. For this reason, in this chapter, we will transform the static

BSE in GW-approximation (Eq. (3.40)) into an effective eigenvalue equation for a two-particle

Hamiltonian. In order to keep the notation as short as possible, we will always use L and L0 in

the following, whereby these naturally refer to the adiabatic GW approximation.

However, before introducing this method, we want to deal with the question: What information

do we need from the BSE to calculate an absorption spectrum?

The answer to this question is intended to prevent us from spending unnecessary time and effort.

4.1 The macroscopic dielectric function for the absorption

spectrum

The idea is now the following [64]: For absorption measurements, the interest lies primarily in the

system’s response to a macroscopic classical perturbation, which corresponds to the macroscopic

limit (q Ñ 0). For this reason, by solving the BSE, we are likely providing more information than

we need to describe the macroscopic dielectric function. This is similar to the case where we obtain

χ from L, or to the case where we calculate the one-body Green’s function in order to obtain the

density. For this reason, we should focus on what information we need. In order to make things

not unnecessarily complicated, we present the following equations without specifying the space,

time, or spin indices.

42
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The equation we want to rewrite is the macroscopic dielectric function (G � G1 � 0) in the limit

q Ñ 0, given by equation (3.12):

1

εM pωq � r1� vcp0qχp0, ωqs0,0 �
�
1� v0

cχp0, ωq
�
0,0
,

with the definition of the divergent long-range part of the Coulomb potential as v0
c :� vcpq�G � 0q.

To reformulate the equation for the macroscopic dielectric function, we define a new quantity

χ̄�1 :� χ�1 � v0
c , which we call the modified dielectric susceptibility χ̄, which allows us to rewrite

the equation into

1

εM pωq �
�
1� v0

cχp0, ωq
�
0,0

�
�
1� v0

c

�
χ̄�1p0, ωq � v0

c

��1
�

0,0
�
�
1� v0

c χ̄p0, ωq
�
1� v0

c χ̄p0, ωq
��1

�
0,0

�

� ��
1� v0

c χ̄p0, ωq
�� v0

c χ̄p0, ωq
�
0,0

�
1� v0

c χ̄p0, ωq
��1

00
� �

1� v0
c χ̄p0, ωq

��1

00
.

(4.1)

Up to this point, we have gained nothing except an exact algebraic transformation. The question

that now arises is: Is there a corresponding BSE for some L̄ from which χ̄ can be derived? For

this purpose, we rewrite the BSE for L a little bit

L � L0 � L0rvc � ΞxcsL � L0 � L0rv̄c � v0
c � ΞxcsL,

where Ξxc :� Ξ� vc � ipδΣxc{δGq represents a general exchange-correlation interaction term, and

v̄c is defined in reciprocal space as:

v̄cpGq �

$'&
'%

0, ifG � 0

vcpGq, ifG � 0.

The next step is to invert the equation, obtaining

L�1
0 � L�1 � v̄c � v0

c � Ξxc �: L̄�1 � v̄c � Ξxc,

and to define L̄�1 :� L�1�v0
c , which is directly related to χ̄ via the equation χ̄p1, 2q � �iL̄p1, 2, 1�, 2�q [46].

With this definition, we can now set up the Dyson equation for L̄ as

L̄ � L0 � L0 rv̄c � Ξxcs L̄, (4.2)

which we call the modified BSE. The resulting equation shows us what we have gained, namely that

it is not necessary to take into account the divergent contribution of the electron-hole exchange

part v0
c for the calculation of the macroscopic dielectric function [46,64,65]:

εM pωq � 1

r1� limqÑ0 vcpqqχ̄pq, ωqs�1
00

, (4.3)

for absorption spectroscopy.

Now that we have made this small but essential simplification, we will address the question: How

can we transform the BSE in the GW approximation, with a static W , into an effective eigenvalue

equation?

However, before we go into this question, we should not make the path unnecessarily complicated

because up to this point, all statements about the modified as well as the regular Bethe Salpeter

equation apply to arbitrary spin polarizations since we have always taken the spin in the magnitude

j � prj , tj , σjq. But, this complicates the representation of the BSE in static GW in its effective

eigenvalue equation. For this reason, we will be more specific and look directly at the effect of spin

on the modified BSE.
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4.2 Spin dependence of the modified Bethe Salpeter equa-

tion

Since the modified Bethe Salpeter equation depends on spin, it is advisable to start with the spin

discussion first. For this reason, we will now consider the spin variable directly and explore the

possible allowed transitions in absorption spectroscopy, following the approach outlined in [23,66].

In general, there are some effects to consider at this point, for example, externally applied magnetic

fields and intrinsic magnetic fields, such as those caused by spin-orbit coupling, as well as closed-

(double occupied or empty states) and open-shell (unpaired electrons) systems. In the following

discussion, we limit ourselves to the effect caused by spin-orbit coupling and closed-shell systems

since this is the case to be found in most of the bulk materials. Dealing only with closed-shell

systems means, in particular, that the total ground state spin is zero, and since only spin-conserving

transitions are allowed, we deal with singlet transitions. Based on these specifications, we have

two cases to consider, namely, the one where we can neglect the spin-orbit coupling and the one

where we cannot.

If the spin-orbit interaction is negligible compared to the electron-hole interaction, the total spin

projection, Sz, is a good quantum number. The single-particle states can then be classified as

spin-up and spin-down (collinear magnetism). In this case, the Hilbert space of electron-hole pairs

(vc) consists of four subspaces: pv Ò c Òq, pv Ò c Óq, pv Ó c Òq, and pv Ó c Óq [67].

This allows us to factorize each single-particle spinor Ψmσ,n,kpr, σq into a space-dependent orbital

ψmσ,n,kprq and a single-particle fermionic ( 1
2 ) spin function χ 1

2mσ
pσq with the quantum number

mσ � � 1
2 and σ �Ö the spin variable [23]. Since the spin functions form an orthonormalized and

complete set, they fulfil the conditions:

¸
σ

χ�1
2 ,mσ

pσqχ 1
2m

1
σ
pσq � δmσm1

σ
,

¸
mσ

χ 1
2 ,mσ

pσqχ�1
2mσ

pσ1q � δσσ1 .

Before dealing with the modified BSE’s spin dependence, we should define a few practical quantities

that simplify the calculations. First of all, we define a basis in the spin space of the electron(σ1)-

hole(σ2) pair, denoted as ζαpσ1σ2q, where α takes values in the set t1, 2, 3, 4u, labelling the four

independent pair states ζαpσ1σ2q :� xσ1σ2|αy:

ζ1pσ1σ2q � 1?
2

�
χ 1

2
1
2
pσ1qχ�1

2
1
2

pσ2q � χ 1
2� 1

2
pσ1qχ�1

2� 1
2

pσ2q
�

pS � 0, MS � 0q
ζ2pσ1σ2q �

�
χ 1

2
1
2
pσ1qχ�1

2� 1
2

pσ2q
�

pS � 1, MS � 1q
ζ3pσ1σ2q � 1?

2

�
χ 1

2
1
2
pσ1qχ�1

2
1
2

pσ2q � χ 1
2� 1

2
pσ1qχ�1

2� 1
2

pσ2q
�

pS � 1, MS � 0q
ζ4pσ1σ2q �

�
χ 1

2� 1
2
pσ1qχ�1

2
1
2

pσ2q
�

pS � 1, MS � �1q.

(4.4)

By means of equation (4.4), we see that the pair states are eigenstates of the total spin operator,

with quantum numbers S � 0 psingletq, 1 ptripletq and magnetic quantum numbers �S ¤MS ¤ S.

In order to later transform the BSE equation appropriately, we need the properties of the pair

states:
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1. They form a basis, satisfying:

¸
σ1σ2

ζ�αpσ1σ2qζ�β pσ1σ2q � δαβ ,

¸
α

ζ�αpσ1σ2qζ�αpσ11σ21q � δσ1σ11
δσ2σ21

.

2. Since only singlet states (α � 1) possess a non-vanishing trace, it holds [23,68]:

¸
σ

ζαpσσq �
¸
σ

xσσ|αy � 1?
2

¸
σ

�
χ 1

2
1
2
pσqχ�1

2
1
2
pσq � χ 1

2� 1
2
pσqχ�1

2� 1
2
pσq
�
�
?

2δα1.

With these properties, we can now move on and transform the modified BSE into the pair state

basis:

L̄αβp1, 2, 11, 21q :� xα|L̄p1, 2, 11, 21q|βy �
¸

σ1σ2σ11σ21

xα|σ1σ2y xσ1σ2|L̄p1, 2, 11, 21q|σ11σ21y xσ11σ21 |βy .

After a few lines of calculation involving basis transformations and taking into account that only

singlet states contribute, we arrive at the following equation for the modified BSE for spin-polarized

and non-spin-polarized systems:

L̄αβp1, 2, 11, 21q � L0
αβp1, 2, 11, 21q

�2L0
α1p1, 3̄, 11, 3̄qv̄cp3̄, 4̄qL̄1βp4̄, 2, 4̄, 21q �

¸
γ

L0
αγp1, 4̄, 11, 3̄qW p3̄, 4̄qL̄γβp3̄, 2, 4̄, 21q.

Since we do not apply a magnetic field from the outside and are not interested in this work on

materials in which the spin is aligned, we will only consider the case of non-spin-polarized systems

and singlet states (α � β � 1). Under this assumption, the modified BSE becomes:

L̄p1, 2, 11, 21q � L0p1, 2, 11, 21q�L0p1, 4̄, 11, 3̄q r2v̄cp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q �W p3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄qs L̄p5̄, 2, 6̄, 21q.
(4.5)

We see that under the assumptions made above, in the case of negligible spin-orbit coupling, we

only need to multiply a factor of two in front of the electron-hole exchange term to account for

the spin contribution. If we look at the modified dielectric susceptibility, the whole thing behaves

very similarly:

χ̄p1, 2q �
¸
σ1,σ2

¸
α,β

ζ�β pσ1σ1qχ̄α,βp1, 2qζβpσ2σ2q �
¸
σ1,σ2

ζ�1 pσ1σ1qχ̄1,1p1, 2qζ1pσ2σ2q � 2χ̄1,1p1, 2q,

where χ̄α,βp1, 2q � χ̄α,βp1, 2, 1�, 2�q.
If we now consider the case in which spin-orbit coupling cannot be neglected, the classification

of single-particle states into spin-up and spin-down states becomes inadequate. Consequently, the

expressions mentioned earlier are no longer applicable. Therefore, due to the significant influence of

the spin-orbit interaction, the mixing of singlet and triplet configurations arises. Therefore, in this

case, we would have to forego a reduction, and the matter becomes more complicated [23,37,67].

Since we do not consider materials like transition-metal dichalcogenides (TMDs) [69,70] or GaAs [35]

in this work, which are materials with strong spin-orbit coupling, we will not discuss the more gen-

eral case here. For this reason, we assume for the rest of the work that spin-orbit coupling does

not play a role in our discussions and we are only interested in singlet configurations. As a conse-

quence, we can neglect any spin dependency in the following and simply write a factor 2 in front

of the electron-hole exchange component in the modified BSE.
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4.3 The Hamiltonian formalism for the Bethe Salpeter equa-

tion in GW-approximation

This section aims to transform the complicated 4-point function L̄ in the spin-singlet configuration

(Eq. (4.5)) into a more straightforward matrix representation, a so-called two-particle equation [39,

54, 64, 66, 71]. For this purpose, we will make a basis representation of the 4-point function using

the orthogonal orbitals Ψniprq, of independent particles, given by the orthonormal and complete

set of Bloch functions Ψniprq :� 1?
Ωv
uniprqeikir, where Ωv � NkV0 is the volume of the crystal,

Nk the number of k-points and the indices ni � pñi,kiq are defined as the merger of the band

quantum number ñi and a reciprocal vector ki in the first Brillouin zone.

The first step towards our goal is to perform a transformation into Blochspace, which is nothing

else than a usual basistransformation in quantum mechanics for L̄p1, 11, 2, 21q, which depends on

4 variables [46]. However, since we assume that W is static, our problem is simplified to two

time-variables L̄p1, 11, 2, 21q Ñ L̄pr1t1; r11t1; r2t2; r21t2q � L̄pr1 r11 r2 r21 ; t1 � t2q instead of four.

This leads to a spectral representation in the Bloch base of L̄ as [59,64]:

L̄p1, 11, 2, 21q �
¸

n1,n11 ,n2,n21

»
dω

2π
Ψ�
n1
pr1qΨn11

pr11qΨn2
pr2qΨ�

n21
pr21qL̄pn1n11 q,pn2n21 qpωq expp�iωpt1�t2qq,

(4.6)

with

L̄pn1n11 q,pn2n21 qpωq �
»
dr1dr11dr2dr21 Ψn1

pr1qΨ�
n11
pr11qΨ�

n2
pr2qΨn21

pr21qL̄pr1 r11 r2 r21 , ωq. (4.7)

Furthermore, with equation (4.7), we could transform the whole BSE in static GW -approximation

(Eq. (3.40)) into Bloch space [39]:

L̄pn1n11 q,pn2n21 qpωq � L0
pn1n11 q,pn2n21 qpωq � L0

pn1n11 q,pn3n4qpωqΞAGWpn3n4q,pn5n6qL̄pn5n6q,pn2n21 qpωq. (4.8)

Until here, we have not gained much with this presentation alone, but we can now make use of

two characteristics:

1. The formal inversion of the 4-point equation, which gives us L̄:

L̄ � �
1� L0ΞAGW

��1 � L0. (4.9)

2. The fact that since we have used the wavefunctions of independent particles for the basis

transformation and L0 is in practice constructed with the independent-particle wavefunctions

(discussion in Ch. 4.4), it follows that L0 is diagonal in this representation:

L0
pn1n11 q,pn2n21 qpωq �

�
fn11

� fn1

�
δn1,n2δn11 ,n21

E0
n11

� E0
n1
� ω

, (4.10)

where E0
ni represent the quasi-particle energies, which we will discuss in section 4.4, and fni

the occupation numbers.

These two properties allows us to determine L̄ as [39,54]:

L̄pn1n11 q,pn2n21 qpωq �
�
H2p � ω1

��1

pn1n11 q,pn2n21 q
�
E0
n2
� E0

n1
� ω

� � �fn2
� fn21

� δn1n2
δn11n21�

E0
n2
� E0

n1
� ω

�
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� �
H2p � ω1

��1

pn1n11 q,pn2n21 q
�
fn2

� fn21

�
,

with the components of the two-particle Hamiltonian H2p defined as:

H2p
pn1n11 q,pn2n21 q :� pE0

n11
� E0

n1
qδn1n2

δn11n21
� pfn1

� fn11
qΞAGWpn1n11 q,pn2n21 q. (4.11)

The equation shows two peculiarities: first L̄ is determined by a matrix inversion of a Hamiltonian

H2p minus a frequency component, and second, L̄ depends on the difference of two occupation

numbers
�
fn2 � fn21

�
. In order to avoid unnecessary quantities in the definition of the Hamiltonian,

we will first turn to the difference of the occupation numbers.

Since we are working at zero temperature in a non-metal (fni � 0 for unoccupied states or fni � 1

for occupied states), we obtain for the differences between the occupation numbers

�
fn2 � fn21

� �
$'&
'%

0 if fn2
� fn21

�1 if fn2
� fn21

,

that nonzero contributions are only given by the combinations pn2, n21q � tv, cu or pn2, n21q � tv, cu,
where c represents the conduction bands and v the valence bands.

Furthermore, since our primary interest in this work applies to absorption spectroscopy q Ñ 0

at T � 0K, we only take into account direct transitions and therefore neglect any momentum

transfer on the resulting electron-hole pair. Under this restriction the two-particle Hamiltonian

(Eq. (4.11)), which in general depends on four k-vectors, will depend only on two k-vectors, which

we call k and k1 [23, 39,54]:

H2p Ñ H2p,exc �

tv1c1k1u tc1v1k1u� �
H2p,reso
µµ1 ΞAGWµµ1 tvcku

� �ΞAGWµµ1

�� �
�
H2p,reso
µµ1

��
tcvku

. (4.12)

The two-particle Hamiltonian represents a non hermitian, but pseudo-hermitian matrix of the

dimension N � 2 � pNvNcNkq, with the resonant Hamiltonian defined as:

H2p,reso
µµ1 :� �

E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 � ΞAGWµµ1 �: H0

µµ1 � ΞAGWµµ1 , (4.13)

where the first part defines the independent-particle transition energies, and the second term

denotes the interaction part, which is given as [39,54]:

ΞAGWµµ1 � ΞAGWpvckqpv1c1k1q � �
»
drdr1 Ψ�

c,kprqΨc1,k1prqW pr, r1qΨv,kpr1qΨ�
v1,k1pr1q

�2

»
drdr1 Ψ�

c,kprqΨv,kprqv̄cpr, r1qΨc1,k1pr1qΨ�
v1,k1pr1q.

(4.14)

A practical and conventional representation of the interaction kernel, which will be relevant for

later applications, is its expression in Fourier space

ΞAGWµµ1 :� ΞAGWpvckqpv1c1k1q � � 1

Ωv

¸
G,G1

ρ̃�pc,kqpc1,k1qpq �GqWG,G1pqqρ̃pv1,k1qpv,kqpq �G1qδq,k�k1

� 2

Ωv

¸
G�0

ρ̃�pc,kqpv,kqpGqv̄cpGqρ̃pv1,k1qpc1,k1qpGq,
(4.15)

with the representation of the transition matrix elements as:

ρpi,kqpj,k1qpq �Gq � xΨi,k|e�ipq�Gqr|Ψj,k1y � xui,k|e�ipq�Gqr|uj,k1y δk1,k�q
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�: δk1,k�qρ̃pi,kqpj,k1qpq �Gq.
Now that we have defined the two-particle Hamiltonian in the case of absorption spectroscopy and

found a way to use it to determine L̄, the question arises: What is the physical significance of this

Hamiltonian?

The most important observation is that with this Hamiltonian and the structure for

L̄AGWpn1n11 q,pn2n21 qpωq �
�
H2p � ω1

��1

pn1n11 q,pn2n21 q
�
fn2

� fn21

�
, we must cover all the properties that

we find in χ̄, which means in particular that this equation must already contain the resonant

and the anti-resonant part. This property is why we find the term H2p,reso
µµ1 twice on the main

diagonal but with the opposite sign. The contribution at the upper left of the Hamiltonian (Eq.

(4.12)) represents the resonant term H2p,reso
µµ1 , as it corresponds to transitions at positive absorption

frequencies ω (v Ñ c). Conversely, the term in the lower right gives the same contribution as the

upper left but at negative transition energies (cÑ v), which is why it represents the anti-resonant

term.

Staying with the contribution of the diagonal blocks H2p,reso
µµ1 , we should understand their meaning.

For this purpose, we first consider the independent-particle transition energies

H0
µµ1 �

�
E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 . As its name suggests, this term describes the energy difference

between the conduction bands and the valence bands at the same k point. If only this component

were present, the spectrum would be a sum of transitions between occupied and empty quasi-

particle states.

If we now consider only the interaction part ΞAGWµµ1 of the resonant contribution, then assigning

a physical meaning to this is easy. It contains all the interactions we consider in our system:

the classical Hartree part (electron-hole exchange-term) and the exchange-correlation part (direct

screened electron-hole Coulomb interaction).

The somewhat more complicated part is the off-diagonal blocks of the Hamiltonian (Eq. (4.12)).

These terms are called coupling terms, and to get a feel for them, we will first look at what it

means to neglect them. In this case we would have a block matrix containing the two decoupled

systems of resonant- (positive energies) and anti-resonant- (negative energies) terms

H2p,exc Ñ H2p,reso ` ��H2p,reso
��

. This means, firstly, that the Hamiltonian becomes hermitian

and its eigenvalues are real-valued and, secondly, that the information of the two systems is separate

from each other and is not mixed. Suppose we now take into account the off-diagonal blocks. In

that case, consequently, a mixing of the information between positive and negative energies occurs,

and the Hamiltonian would become pseudo-hermitian.

At this point, it is rather tedious to assign a physical meaning to this difference between purely

hermitian and pseudo-hermitian matrices. However, we will reach this point when we make an

essential approximation to the Hamiltonian (Ch. 4.5.1).

After the brief discussion about the meaning of the individual elements of the Hamiltonian, we will

get down to our real question: How can we use the Hamiltonian structure to obtain the modified

dielectric susceptibility? For this purpose, we can now make use of the structure for L̄, which

allows us to use all the knowledge of linear algebra in order to simplify our task.

Since in order to solve the problem, we now have the problem of inverting a large matrix, which

would be highly complex, we use instead the standard spectral representation of the inverse Hamil-
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tonian for a pseudo-hermitian matrix in component notation:

�
H2p,exc � ω1

��1

µµ1
�
¸
λλ1

ĀµλS
�1
λλ1Ā

�µ1
λ1

Eλ � ω
, S�1

λλ1 �
¸
µ

Ā�µλ Āµλ, (4.16)

where Āλ are the normalized eigenfunctions, S is an overlap matrix, and Eλ represent the eigen-

values, respectively, obtained from the eigenvalue equation:

¸
µ1

H2p,exc
µµ1 Aµ

1

λ � EλA
µ
λ, Eλ P R. (4.17)

The next step is to use the connection between χ̄ and L̄, namely χ̄p1, 2q � L̄p1, 2, 1�, 2�q. In order

to obtain L̄p1, 2, 1�, 2�q, we have to replug equation (4.16) into the expression for L̄, and then into

the expression (4.8). The last two steps are taking the diagonal limit L̄p1, 2, 11, 21q Ñ L̄p1, 2, 1�, 2�q
and performing a Fourier transformation, which leads finally to the modified dielectric susceptibility

in adiabatic GW -approximation

lim
qÑ0

χ̄G,G1pq, ωq � lim
qÑ0

lim
ΓÑ0

¸
λλ1

¸
µµ1

ρ̃�µpq �Gq Ā
pµq
λ S�1

λλ1Ā
�pµ1q
λ1

Eλ � pω � iΓq ρ̃µ1pq �G1qfµ1 �

� lim
qÑ0

lim
ΓÑ0

¸
µµ1

ρ̃�µpq �Gq �H2p,exc � pω � iΓq1��1

µµ1
ρ̃µ1pq �G1qfµ1 ,

(4.18)

with fµ :� fn2
� fn1

. Equation (4.18) represents the general expression for the modified dielectric

susceptibility in the static GW approximation for the pseudo-hermitian Hamiltonian described in

equation (4.12).

Thanks to this equation, we now know that we do not have to solve the BSE in static GW

approximation as a 4-point equation but can solve the eigenvalue problem from equation (4.17)

and use the obtained eigenvalues and eigenvectors to construct χ̄. However, it should be noted

that a very similar procedure to the one we used to obtain χ̄ can also be used to determine χ.

However, this is not part of this work and will not be discussed further.

In principle, we now have the most important information to calculate absorption spectra, but

there is one point we need to clarify, namely: Where do we get the quasi-particle energies E0
ni and

the associated wavefunctions Ψni?

4.4 Ground state calculations

In general, to obtain the quantities Ψni and E0
ni we are looking for, we would need to perform

a full self-consistent calculation [38, 39, 46, 66]. We can illustrate this by considering that L0 is

built from Green’s functions, which by using the static version of equation (3.19) can be expressed

as [38]:

Gpr1, r2, zq �
¸
ξ

Ψξpr1, zqΨ�
ξ pr2, zq

z � Eξpzq .

With this assumption, one could find the formal solution of equation (3.25) for the dominant

contribution to the poles E0
ni � EξpE0

niq leading to an eigenvalue equation [38]:

rh0prq � vHprqsΨniprq �
»
dr2 Σxcpr, r2, E

0
niqΨnipr2q � E0

niΨniprq. (4.19)
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It is important to note that the eigenvalue equation for the so-called quasi-particle (QP) states Ψni

and energies E0
ni represents a single-particle equation, which does not correspond to the stationary

one-particle eigenstates of the many-body electron Hamiltonian (Eq. (3.1)). However, they are

formed by a macroscopically large number of degenerate, stationary eigenstates of the many-body

electron Hamiltonian.

The problem with solving the eigenvalue equation above, as we already know, is that the exchange-

correlation part is a functional of the Green’s function (Eq. (3.26)). This means that the problem

requires a self-consistent solution, which makes the whole thing numerically very expensive.

The crucial point for us, however, is that we need precisely these wave functions and energies to

complete the Bloch representation of the modified BSE and thus calculate χ̄ (Eq. (4.18)). Since

it is numerically very complex to solve the problem, it may be advisable to take a different route,

namely that of density-functional theory (DFT), which, as we will see in the following, holds a

similar equation as (4.19).

In order to avoid full self-consistency, we ask ourselves the question: What is DFT and how can

we use it to get the wavefunctions Ψni and the associated eigenenergies E0
ni , of the quasi-particle

equation?

4.4.1 Density-functional theory

DFT is well-documented in various references such as [23,46,72], as well as in PhD theses [38,39,56].

However, we focus here on presenting the fundamental concepts and key equations instead of

showing lengthy calculations.

The central problem addressed by DFT is the many-body electron Hamiltonian, denoted as (Eq.

(3.1)):

ĤeMB � T̂kin � V̂ee � V̂ext, (4.20)

where the external potential includes only the electron-nuclei interaction V̂eN . As we already

know, even for the simplified Hamiltonian, we have to consider about 1023 electrons, which makes

an exact solution of the eigenvalues and eigenfunctions using classical storage impossible.

Having reached such a point, the exact solution to the problem will not be possible, so we must

reflect and ask ourselves: What information do we want to know? In the case of Kohn, Hohenberg

and Sham [73,74], the answer was the ground-state density and ground-state energy of the many-

body electron Hamiltonian. In the following, we will follow their ideas. For this purpose, we will

start with two theorems from Hohenberg and Kohn, which we formulate as follows [39]:

Theorem 1: The ground-state expectation value of any physical observable of a many-

electron system is a unique functional of the electron density nprq:

xψ0|Ô|ψ0y � Orns.

Theorem 2: The total energy defines a universal functional that possesses a minimum,

corresponding to the ground state energy E0 and the ground state density n0:

Evextrns � xψ|T̂ � V̂ee � V̂ext|ψy
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� xψ|T̂ � V̂ee|ψy �
»
dr vextprqnprq � FHKrns �

»
dr vextprqnprq,

where the universal functional (independent of the external potential) is defined as FHKrns :�
xψ|T̂ � V̂ee|ψy. The minimization problem can be expressed as:

min
ψPΨ

xψ|T̂ � V̂ee � V̂ext|ψy � xψ0|ĤeMB |ψ0y � min
nPN

Evextrns,

where, Ψ represents the space of ground state wave functions, and N is the ensemble of

electron densities.

So we see by theorem 2 that if we knew the universal functional FHKrns of the ground state

density, then we would also know the ground state energy of the system. The complicated part is

to find the universal functional because, as formulated in theorem 2, we would still have to solve

the many-particle problem. At this point comes the ingenious idea of Kohn and Sham, which was

to replace the complex interacting system with a non-interacting auxiliary system that produces

the same ground-state energy and density [72,74]. We will refer to this idea in the following as the

Kohn-Sham (KS) approach.

The Kohn-Sham approach relies on two key assumptions:

1. Non interacting V-representability [75]: The exact ground state density can be repre-

sented by the ground state density of an auxiliary system of non-interacting particles.

2. The auxiliary Hamiltonian is defined as a non-interacting system, depending on the

kinetic energy of one electron and an unspecified effective local potential veff prq:

Ĥaux � �1

2
∇2 � veff prq. (4.21)

Dealing with this effective non-interacting Hamiltonian, the static Schroedinger equation

takes the form: �
�1

2
∇2 � veff prq



φiprq � εiφiprq,

where, εi represents the eigenvalues, and φiprq represents the eigenstates of the non-interacting

auxiliary system. The density of the auxiliary system is given as:

nprq �
ocç

i�1

|φiprq|2. (4.22)

So, we see that according to the V-representability, we can choose the effective potential of the

auxiliary system in such a way that we get the exact ground state density. So the crucial question

is: Which form takes the effective potential veff prq?
To answer this question, we need to derive an effective equation for the non-interacting particles

based on the form of the ground state energy presented in theorem 2. For this purpose, we start

with the definition of the universal functional and the fact that the ground-state energy of the

system matches that of the auxiliary system:

min
nPN

Evextrns � min
nPN

Eveff rns. (4.23)

The next step is to rewrite the universal functional FHKrns :� xψ|T̂ � V̂ee|ψy as follows:

FHKrns � xψ|T̂ |ψy � Ts � Ts � xψ|V̂ee|ψy � EH rns � EH rns
� Ts � EH rns �

�
xψ|T̂ |ψy � Ts � xψ|V̂ee|ψy � EH rns

	
,

(4.24)
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where Ts represents the independent-particle kinetic energy, and EH rns is the Hartree energy,

the classical mean-field energy arising from densities. The remaining part will be defined in one

quantity Exc, which is defined as:

Excrns :�
�
xψ|T̂ |ψy � Ts � xψ|V̂ee|ψy � EH rns

	
.

Exc encapsulates the many-body effects of exchange and correlation, as it subtracts all classical

information, including the independent-particle kinetic energy and the mean-field electron-electron

interaction. This transformation allows us to define without loss of generality the ground-state

energy of the system as:

Eveff rns :� Ts � EH rns � Excrns �
»
dr vextprqnprq. (4.25)

The next step will be now to derive a Kohn-Sham Schroedinger equation from the total energy. To

do so, we employ the Lagrange multiplier method with the orthonormality constraint xφi|φjy � δij

on the auxiliary eigenstates:

δ
�
xφi|Ĥaux|φiy � εi pxφi|φiy � 1q

�
�
�
δEveff
δφ�i

� εiφi

�
� 0.

Building on this equation, after a few lines of calculation, we obtain the equation

HKSφ
KS
i prq � εiφ

KS
i prq, (4.26)

where the Kohn-Sham Hamiltonian is defined as:

HKSprq � �1

2
∇2 � δEH rns

δn

����
nprq

� δExcrns
δn

����
nprq

� vextprq �: �1

2
∇2 � vHprq � vxcprq � vextprq.

(4.27)

Therefore, our effective potential, as defined in the previous equation (4.21), is:

veff prq :� vHprq � vxcprq � vextprq.

We have now elucidated how we transition from the many-body Hamiltonian to an auxiliary

system of non-interacting particles, the KS system. However, it is essential to emphasize that

while the Kohn-Sham system is designed to provide the exact ground-state density and energy, it

is not constructed to yield exact results for all energies, band structures, wave function, or other

quantities, such as bandgaps in semiconductors or insulators.

Nevertheless, the topic is precisely this: we want the KS wave functions φKSi and the associated

eigenvalues εi as an approximation for the quasi-particle wave functions Ψni and energies E0
ni .

So the crucial question is: How good would these approximations Ψni � φKSni , E0
ni � εni be and

where do we make a mistake?

4.4.2 The GW correction

As discussed in the last section, the KS scheme in DFT is primarily designed to provide accurate

ground-state densities and energies. However, it is not inherently suited for calculating other

properties, such as quasi-particle eigenfunctions and energies. However, we want to use them
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instead of solving equation (4.19). Therefore, the first question in this context is: What mistake

are we making regarding the quasi-particle energies?

For this purpose, we will start by analyzing what we measure in a photoemission experiment,

namely the fundamental gap (quasi-particle gap) of an N-electron system, defined as:

EQPgap �
�
E0
N�1 � E0

N

�� �E0
N � E0

N�1

�
, (4.28)

where the first term in brackets represents the energy of the lowest conduction band when an

electron is added (N+1 electrons), and the second term in brackets corresponds to the energy of

the highest valence band when one electron is removed (N-1 electrons) [46]. On the other hand,

with the KS scheme, we could define a similar relation [46]:

EQPgap � εN�1pN � 1q � εN pNq, (4.29)

where we consider the energy difference between the KS system of N�1 electrons with the ground-

state energy εN�1pN � 1q and the KS-system of N electrons with the ground-state energy εN pNq.
However the fundamental gap EQPgap is not the KS eigenvalue gap [46]

EKSgap :� εN�1pNq � εN pNq, (4.30)

which we would obtain from the difference between the energies of the lowest unoccupied molecular

orbital (LUMO) εN�1pNq and the highest occupied molecular orbital (HOMO) εN pNq of the N

electron KS system.

A connection between the fundamental gap and the KS gap can be established by performing a

zero addition εN�1pNq � εN�1pNq and using the definition of the KS gap (Eq. (4.30)), in order to

obtain the expression:

EQPgap � EKSgap � pεN�1pN � 1q � εN�1pNqq . (4.31)

Equation (4.31) shows that the fundamental gap is composed of the KS gap and a correction

given by the energy difference of the HOMO of the N � 1 and the LUMO of the N KS electron

system, which is called the derivative discontinuity. Of course, the question now arises: What is the

physical origin of the difference between the fundamental gap and the KS gap and what significance

does it have for calculations? The answer to this question will give us an estimation and physical

explanation of the mistake we will make if we replace the quasi-particle energy with the KS energy.

To understand the relationship between equation (4.30) and equation (4.29), we can utilize the

definition of the total energy (Eq. (4.25)) in the KS schema [76]:

E � FHKrns �
¸
i

fiεi �
�
EH �

»
dr vxcprqnprq � Exc

�
,

where fi represents the occupation numbers of the KS orbitals. If we now add (EpN � 1q) or

remove (EpN � 1q) an electron, the change in density, ∆n, is on the order of 10�20n and therefore

in principle negligible. Nevertheless, the change in density leads to a finite change in the exchange-

correlation potential, denoted as ∆xc:

∆xc � lim
∆nÑ0

vxcrn�∆ns � vxcrn�∆ns.
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When we relate the KS gap (Eq. (4.30)) and the quasi-particle bandgap (Eq. (4.29)), we immedi-

ately obtain that the change in density leads to an incorrect description of the gap within the KS

scheme [76,77]:

lim
∆nÑ0

EQPgap � EKSgap � pεN�1pN � 1q � εN�1pNqq � EKSgap �∆xc. (4.32)

So, the KS bandgap does not correspond to the fundamental bandgap we measure but is shifted,

which, depending on the chosen functional for the exchange correlation potential, could be small

or of the order of eV [78]. This observation is commonly referred to as the ”band-gap problem” in

DFT.

However, the final result (Eq. (4.32)) for the relation between the KS and the QP bandgap tells us

that, at least in practical applications, if we use the KS energies as an approximation for the quasi-

particle energies, we need to shift the bandgap and thus all the conduction bands by a constant

∆xc in order to obtain an accurate description of the fundamental bandgap.

However, it is not clear at this point whether all bands are shifted by the same constant or whether

the constant is not a constant but a band and k dependent quantity, which is why we have to ask

the question: How do the KS energies εi in general relate to the quasi-particle energies E0
ni? For

these purposes, we make a zero addition
�
V̂xc � V̂xc

�
in equation (4.19) and multiply from the left

by Ψni , obtaining:

xΨni |ĥ0 � V̂H � V̂xc|Ψniy � xΨni |Σ̂xcpE0
niq � V̂xc|Ψniy � E0

ni (4.33)

in Dirac-notation. Next, we assume that the overlap between KS and quasi-particle wavefunctions

is substantial (Ψni � φKSni ), which implies that Σ̂xcpE0
niq � V̂xc is small compared to the rest of

the Hamiltonian and corresponds therefore to a first-order perturbative approach [60]. Under this

assumption, we can directly obtain the relation between the quasi-particle energies and the KS

energies [38]:

E0
ni � εni � xφKSni |Σ̂xcpE0

niq � V̂xc|φKSni y , (4.34)

Equation (4.34) not only serves as a bandgap correction but also provides a more general energy

correction. In general, however, equation (4.34) is further approximated for practical use by a

linearization of the non-linear equation in E0
ni by making a Taylor approximation of the self-

energy [38,39]

xφKSni |Σ̂xcpE0
niq|φKSni y � xφKSni |Σ̂xcpεniq|φKSni y�xφKSni |

δΣ̂xcpωq
δω

����
ω�εni

|φKSni y
�
E0
ni � εni

��O �pE0
ni � εniq2

�
,

in order to obtain

E0
ni � εni �

�
1� xφKSni |

δΣ̂xcpωq
δω

����
ω�εni

|φKSni y
��1

xφKSni |Σ̂xcpεniq � V̂xc|φKSni y . (4.35)

As we can see from equation (4.35), even if we can approximate the quasi-particle eigenstates with

the KS eigenstates Ψni � φKSni , which is still to be discussed, we have to make a KS calculation

first and then make additional effort to get the correction for the energies. Therefore, the question

naturally arises: Can we approximate the correction to the KS energies by a constant for all

energies?
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At this point, we can only answer the question based on empirical findings. It is known that for

simple semiconductors the assumption of a so-called scissor-operator xφKSni |Σ̂xcpE0
niq � V̂xc|φKSni y �

∆scissor (Eq. (4.32)), which means that the correction does not depend on the band index or a

specific k point, is mostly sufficiently reasonable and leads to minimal errors. The reason for the

minor errors is that the KS wave functions already represent a good approximation for quasi-

particle wave functions in bulk materials. One observes an overlap of 96% to 99.9% between the

wave functions [79, 80]. In low-dimensional materials, however, one has to be much more careful

with such approximations [81,82].

Roughly speaking, depending on the purpose, it must be determined whether the result is suffi-

ciently good for the need, e.g. band structure calculation or spectra calculation.

For simple semiconductors, however, as we will study them here in this work, i.e. Ge, Si, ZnS and

LiF, a calculation through the KS scheme and using a scissor operator is sufficient. In the practical

application, we will use the code Abinit [83] in this work in order to get the wave functions and

energies from the KS scheme.

This section has shown us that we can use the KS scheme with a scissor to approximate the last

missing elements, namely the quasi-particle energies and the quasi-particle eigenfunctions. Thus,

we have reached the point where we can calculate χ̄ and thus the dielectric function.

However, before we do that, we will deal with possible approximations on the two-particle Hamil-

tonian. Because up to this point, we still have the problem that we are dealing with a very large

matrix (Eq. (4.12)) of dimension N � 2NvNcNk.

4.5 Approximations of the two-particle Hamiltonian

We have already seen very general approximations in section 3.4, especially the important static

GW approximation of the self-energy. These approximations were especially necessary to build a

functional and computable system at all. In the following however, the approximations will focus

more on reducing the numerical costs, since these are still large and can be classified into two main

blocks:

Firstly, the matrix dimension (N � 2NcNvNk) of the Hamiltonian, which affects directly the

numerical costs for the eigenvalue and eigenvector calculation.

Secondly, the construction costs of the matrix, which requires the setting up of the interaction

kernel in reciprocal space and therefore contains two sums over the G-space (Eq. (4.15)). Further

since the electron-hole exchange and the screened Coulomb part include different arrangements of

indices, we have to constructe two types of transition dipole-matrix elements.

In the following, we want to deal with the first aspect more in-depth; for this, we go back to the

off-diagonals of the two-particle Hamiltonian, which we have briefly mentioned before but we have

not explained their physical meaning in detail. The interesting point is that if we could make

further approximations, for example, neglecting the off-diagonal contributions, the matrix size

would decrease. It therefore makes sense to take another close look at this contribution, which is

why we ask ourselves the question: Is it possible to neglect the coupling terms of the Hamiltonian?
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4.5.1 Tamm-Dancoff approximation

The approximation, which we discuss in this section, is one of the standard approximations in

theoretical spectroscopy and is known under the name Tamm-Dancoff approximation (TDA) [84–

86].

Since we do not know much about this approximation at this point, we will start by analyzing

the coupling terms naively to see what we can achieve if we neglect them. We, therefore, assume

that the coupling term tends to be smaller than the independent-particle transition energies H0 "
Ξ of the two-particle Hamiltonian (Ch. 4.3). Therefore, naturally, we would assume that the

contribution from the diagonal blocks given by the resonant Hamiltonian H2p,reso (Eq. (4.13)) is

much more significant than the one from the off-diagonal one. Thus, we would assume that we can

approximate the two-particle Hamiltonian as:

H2p,exc �

tv1c1k1u tc1v1k1u� �
H2p,reso
µµ1 ΞAGWµµ1

� �ΞAGWµµ1

�� �
�
H2p,reso
µµ1

�� �

tv1c1k1u tc1v1k1u� �
H2p,reso
µµ1 0 tvcku

0 �
�
H2p,reso
µµ1

��
tcvku

. (4.36)

This approximation would lead us further to a simplification of the eigenvalue equation (Eq. (4.17)),

since the relationship H2p,antires � �rH2p,resos� holds:

¸
µ1

H2p,reso
µµ1 Aµ

1

λ � EλA
µ
λ, Eλ P R (4.37)

and therefore to a reduction of the dimension of the Hamiltonian from N � 2NvNcNk to N �
NvNcNk. This naive approach shows us that this approximation would lead to a significant reduc-

tion of the numerical cost, so we should better understand why the approximation should be valid.

For this reason, we will discuss under which circumstances this approximation can work and what

effects this approximation has. To make the whole thing more precise, we remember as we have

deduced in section 4.3, the consideration of the coupling terms leads to a mixing of the positive

(excitation energies of e-h pairs) and negative (excitation energies of e-h antipairs) energies. So

the question arises: Under which circumstances are these mixtures relevant?

Mathematically, it can be shown by using perturbation theory that when the TDA is invalid,

”the coupling strength between the resonant and antiresonant parts will be inversely proportional

to the energy difference between the most prominent peaks in the resonant and antiresonant

part” of the macroscopic dielectric function [65]. However, since the eigenenergies of the resonant

and antiresonant terms are directly mirrored on the energy axis, this means that the greater the

binding energy of an exciton, the more likely it is to be influenced by the associated energy on

the antiresonant side. A similar argument applies, of course, to influences by plasmons, as we will

discuss in section 4.5.4.

In summary, it can be said that the TDA for the calculation of χ̄ is appropriate if the following

two points are fulfilled:

• There is a substantial separation between antiresonant and resonant transition energies

• An energetic gap exists between plasmonic and excitonic transitions.
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Now that we have discussed the advantage and validity of the TDA, we should ask ourselves:

What influence does this approximation have on the eigenenergies, eigenvectors and the modified

dielectric susceptibility χ̄?

In the TDA, the two-particle Hamiltonian becomes hermitian, which leads to the following char-

acteristics:

• Eigenvectors Aλ are orthogonal xĀλ|Āλ1y � δλλ1

• The overlap matrix becomes the identity S�1
λλ1 �

°
µ Ā

�µ
λ Āµλ � δλλ1

• The resonant and antiresonant parts of the modified dielectric susceptibility can be calculated

separately and combined [54]

χ̄TDAG,G1pq Ñ 0, ωq � χ̄TDA,reso
G,G1 pq Ñ 0, ωq � χ̄TDA,reso

G,G1 pq Ñ 0,�ωq (4.38)

• The calculation of the resonant and thus also the anti-resonant part of the modified dielectric

susceptibility is simplified to the expression:

lim
qÑ0

χ̄TDA,reso
G,G1 pq, ωq � lim

qÑ0
lim
ΓÑ0

¸
λ

¸
µµ1

ρ̃�µpq �Gq Ā
pµq
λ Ā

�pµ1q
λ

Eλ � pω � iΓq ρ̃µ1pq �G1qfµ1

� lim
qÑ0

lim
ΓÑ0

¸
µµ1

ρ̃�µpq �Gq �H2p,reso � pω � iΓq1��1

µµ1
ρ̃µ1pq �G1qfµ1 .

(4.39)

These results of the TDA should make us realize that, in principle, we should use this approximation

where possible since it significantly reduces the numerical cost. It should be noted, however, that

this approximation is only well suited for absorption spectra but not for measurements that require

the real part of the dielectric function or a momentum dependent dielectric function (q � 0). To

see this, we first considering the connection between the imaginary part and the real part of the

dielectric function through the Kramers-Kronig connection ε1pωq � 1� 1
πP

�³8
�8 dξ

ε2pωq
ξ�ω

	
[54]. In

this case, both the positive and negative energies are automatically mixed together in the real part

of the dielectric function, so neglecting the coupling terms is not possible in this case [39].

Secondly, only χ̄ is required to calculate the absorption spectra, which is independent of v0
c , thereby

drastically reducing the coupling terms. However, for the calculation of χ, which is necessary for

EELS, this term cannot be neglected, making the coupling terms significantly stronger and thus

making the TDA invalid. These two reasons lead to the fact that the TDA is unsuitable for, for

example, EELS.

However, we will not consider other electron energy-loss spectra or materials with extremely

strongly bound excitons in the following. So, we assume that the TDA is a reasonable approxima-

tion for our purposes. For this reason, we can now turn to the construction costs of the matrix and,

in particular, take a closer look at the contribution of the local field effects and to the screening of

the screened Coulomb potential.
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4.5.2 The non local field approximation

The first idea in order to reduce the construction cost could be to neglect the entire electron-hole

exchange part v̄ in the interaction kernel

ΞAGWµ,µ1 � � 1

Ωv

¸
G,G1

ρ�ck,c1k1pq �GqWG,G1pqqρv1k1,vkpq �G1qδq,k�k1

since in the case of absorption spectroscopy, it gives only contributions for G � 0 and should be,

therefore, relatively small.

The advantage of neglecting this portion would be that we can neglect the construction of the

transition dipole matrix elements and the diagonal matrix of the electron-hole exchange part,

which reduces the construction costs by NGNvNcNk.

This approximation would, from a physical point of view, mean that we neglect the local field

effects, as we discussed in section 3.2. A proof of this statement can be found in [39], who traced

back the origin of this effect to v̄c, arising from scattering effects at the periodic crystal potential.

Since it is not easy to predict the effect of this approximation, we will use the absorption spectrum

(Fig. 4.1) of our two prototypical materials, Si and LiF, to get a feeling for this approximation.

Figure 4.1: Comparison of the calculated absorption spectra (Impεpωqq) in TDA and static

GW-BSE for a) silicon and b) lithium fluoride taking into account the local field effect (red) and

neglecting it (black). It turns out that the approximation leads to a blue shift of the spectrum

by around 0.5 eV and an overestimation of the strong bound exciton of 13 % for lithium fluoride

(b)) and a minor shift (0.12 eV) of the spectrum but a more substantial increase of the excitonic

effects near the optical band edge (30%) compared to lithium fluoride for silicon (a)). Numerical

values are given in Appendix A; calculations were performed on an 8k grid (2048 k-points) using

a Kohn-Sham band structure.

As we can see, neglecting the electron-hole exchange term, i.e. the local field effects, leads to a

dramatic increase (� 30%) in the spectrum for silicon (Fig. 4.1 a)) on the low energy side. This is

probably because the excitonic effects in silicon tend to be less intense. Thus, a strong dominance

of the electron-hole exchange term prevails, suppressing the attractive interaction of the screened
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Coulomb component and, thus, the excitonic effects. In the case of lithium fluoride (Fig. 4.1 b)),

on the other hand, the effect is about half (� 13%) as strong as for silicon. The reason may be

because the screened Coulomb fraction is much more substantial since the screening generally has

to be small for strongly bound excitons to form. Thus, the electron-hole exchange part plays a

minor role for lithium fluoride.

Even though the relationship between the magnitude of the electron-hole exchange and the screened

Coulomb plays a crucial role, it is not the physical reason why this term can be neglected with

minor restrictions for some materials and not for others. If we take a closer look at the physical

origin of v̄c, we figure out that the strength of v̄c is a measure of the inhomogeneity of the material,

in particular the electronic density [87]. This can be seen if we consider what occurs in reciprocal

space on large scales G � 0 happens in real space on small scales. This means that the larger v̄c,

the more the information varies in real space on small scales, i.e. the more localized the information

must be considered. This means that the contribution of the electron-hole exchange component

depends very much on the local structure of the material and, thus, on its inhomogeneity.

To summarize: If the inhomogeneity of the electronic density is negligible and the excitonic effects

are strong, then it can be assumed under certain circumstances that neglecting the local field

effects given by v̄c will result in relatively minor errors. However, which error is to be expected

and whether it meets the respective objective should always be checked.

4.5.3 Diagonal W-approximation

An expensive matter found in the interaction kernel is that the construction of the screened

Coulomb component requires two sums over G-space (Eq. (4.15)). It is, of course, question-

able whether this is necessary or whether the pure diagonal components of W , which provide the

most substantial component in magnitude, is sufficient. To understand the physical meaning of the

off-diagonal elements, we should go back to section 3.2 for a moment, where we discussed how the

representation of spatial nonlocality is manifested through the off-diagonal elements of the inverse

dielectric function. In the case of W , it is precisely the same. To simplify the discussion a bit, we

can draw the following picture:

We imagine that we are looking at the interaction between two particles surrounded by many

particles, which we do not take into account individually but put into a collective effect screening,

which we can see as a cloud of particles. So in order to understand why a neglect of the spatial

details in W is maybe possible, we can turn our focus on the two-body system dressed electron

and hole.

If we assume that electron and hole can be located far away from each other, then only the

macroscopic, long-range dielectric constant will play a crucial role [22, 54]. This is because the

interaction takes place at a large distance, which leads to the fact that the exact information on

small spatial distances becomes less important. In such a case, the off-diagonal elements of W

hardly contribute to the interaction.

If, however, the electron and the hole are held together by strong interaction, then in particular,

such effects which take place on short spatial scales, i.e. large G-values, play a decisive role, and
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thus the entire structure of W must be considered.

This characteristic of the interaction between electrons and holes, depending on the screening,

means that an exact spatial resolution will not always be necessary and, therefore, neglecting the

off-diagonal elements of W :

WG,G1pq, ωq ÑWG,Gpq, ωq, (4.40)

which corresponds to the assumption of a homogeneous system

W pr, r1, ωq ÑW p|r � r1|, ωq,

could still lead to useful results.

Figure 4.2: Illustration of the difference between the full W matrix (red) and only its diagonal-

part (Eq. (4.40)) (black) in TDA and static GW-BSE for the absorption spectrum (Impεpωqq).
The plots show that in the case of a) silicon the influence of the approximation has only a

marginal effect on the spectrum, but for b) lithium flouride it leads to a blue shift and inten-

sity increase of the first peak by 7.4%. Numerical values are given in Appendix A; calculations

were performed on an 8k grid (2048 k-points) using a Kohn-Sham band structure.

We see that in the case of Si (Fig. 4.2 a)), a material which exhibits weak excitonic interactions, we

perceive a slight influence of the off-diagonal element of W . The reason for this can be attributed to

the fact, as discussed in general above, that due to the weak interaction of the electrons and holes,

the excitons are delocalised. Therefore, the diagonal contribution G � G1 gives the most significant

contribution. In contrast, LiF (Fig. 4.2 b)), which exhibits strong electron-hole interactions,

has strongly localised excitons, and thus, the short-range effects become significantly important.

Neglecting the short-range part, therefore, leads to a blue shift in the spectrum and to an increase

in the intensity by around 7.4 % of the spectrum. The general problem of averaging the short-

range screening for strongly bound excitons is that it leads to an overestimation of screening and,

consequently, an underestimation of electron-hole interaction and, thus, to even more strongly

bound excitons.

To summarize, neglecting the off-diagonal elements is a good approximation for more homogeneous

materials that exhibit strong screening and, thus, weak excitonic effects. In such a case, the
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numerical construction cost for the screened Coulomb contribution (Eq. (4.15)) can be derived

from a scaling of NG, instead of N2
G, without significant losses.

Now that we have discussed these crucial approximations, we should return to the time dependence

of the screening. In section 3.4.3, we only mentioned the time dependence of screening phenomenol-

ogy; in the following, we want to go into a little more detail and thus give the discussion more

substance.

4.5.4 The static W-approximation

In section 3.4.3 we briefly traced the effects of the time dependence of the screening phenomeno-

logically back to the temporal retardation of the rearrangement of the particles in the system

after electron-hole pairs have been excited. In this context, we briefly mentioned that the plasma

frequency plays a role in estimating the build-up time of the correlation effects.

This section, however, aims to add more substance to this discussion by going beyond the figurative

description and understanding the dynamics through an equation. For this purpose, we will follow

the calculations in [16], where an approximate formula was derived for the frequency-dependent,

resonant part of the two-particle Hamiltonian [23]

H̃2p,reso
µµ pωq � �

E0
ck � E0

ck

�
δv,v1δc,c1δk,k1 � 2v̄µµ1 � W̃µµ1pωq

using the Shindo approximation [23,88].

In the analysis of the work, two approximations for the frequency-dependent screened Coloumb

potential W̃µµ1pωq, namely a perturbative and plasmon-pole approximation from Hybertsen and

Louie [67, 79, 89], were compared with the exact diagonalization of the Shindo-approximated dy-

namic BSE. The plasmon-pole model provided a reasonably good result for the absorption spec-

trum of the naphthalene organic crystal (Fig. 4 of [16]), except that the continuum was slightly

overestimated compared to the exact diagonalization.

In order not to fill the discussion with unnecessarily complicated equations, we go directly over to

the approximated form of the equation for the frequency-dependent W , which is more suitable for

gaining a physical understanding:

W̃pvckq,pc1v1k1qpωq Ñ W̃ eff

pvckq,pc1v1k1q �
1

Ωv

¸
q,G

vcpq �Gqρ̃�pc,kqpc1 ,k1qpq �Gqρ̃pv1 ,k1qpv,kqpq �Gq

�
1� ωp

2
r1� ε�1pq �G, ω � 0qs1{2 �

�
2

ωpp1� ε�1pq �G, ω � 0qq�1{2 � Eb

��
δq,k�k1 .

In the obtained expression, Eb � Egap � Estatλ�0 corresponds to the binding energy of the lowest

excitonic state, where Estatλ�0 is the eigenenergy of the lowest exciton in the static W approximation.

The effective frequency dependent equation for W̃ pωq opens the way for the interesting question:

What happens in the case of systems with weak and strong excitonic binding energies?

We will start with the case of weak binding energies (Eb ! ωpp1 � ε�1pq �G, ω � 0qq�1{2 ). In

this case, the entire equation for W goes over into the static equation (Eq. (4.15))

W̃pvckq,pc1v1k1q �
1

Ωv

¸
q,G

ε�1pq �G, ω � 0qvcpq �Gqρ̃v1v,k1kpq �Gqρ̃�
cc1,kk1

pq �Gqδq,k�k1 .
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Therefore, it follows immediately that in the case of weak excitonic effects, i.e. materials with

primary continuum excitons or close to the optical bandgap, the formal dynamic equation for W

changes into a static equation.

However, it is also known that dynamic effects can play a decisive role, up to deviations of

15% [16, 59, 90–92]. These cases then fall under the second category Eb ¥ ωpp1 � ε�1pq �G, ω �
0qq�1{2, where dynamic effects must be taken into account. The estimation shows very nicely what

additional to strong excitonic binding energies must hold in the case of non-negligible dynamic ef-

fects, namely that firstly, the screening is very small (εÑ 1) because then strongly bound excitons

can form (Eb becomes large). Secondly, the right-hand side goes over into ωpp1� ε�1pq �G, ω �
0qq�1{2 Ñ ωp, which means that, the plasma frequency must be very close to the binding en-

ergy of the excitons or smaller. Such a situation can be found for low-dimensional or organic

semiconductors, where exciton binding energies can be on the order of 1 eV [16,93–95].

It is important to note that some bulk semiconductors also have strongly bound excitons, such as

LiF, but in the case of LiF, the plasma frequency is 25.3 eV [96], and the binding energy is slightly

more than 1 eV. Thus, for the materials we study in this work, the scenario of instantaneous

formation of the screening and, thus, a static GW approximation for the BSE is a reasonable

assumption.

Now that we have established the working framework and analyzed the effects of the individual

approximations analytically and empirically, we will finally delve a step deeper into the resonant

part of the two-particle Hamiltonian. The reason for this is that so far, we have only become

acquainted with continuum and bound excitonic states in relation to the absorption spectrum;

here, we refer in particular to section 3.4.3. In the main part of this work, however, we will deal

not only with absorption spectra but also with the eigenvalues and eigenvectors of bound and

continuum excitonic states. For this reason, we want to conclude this chapter with a final section,

which is already intended as a preview of the main part of this work. The next section will provide

a brief history of the formation of bound and continuum excitons.

4.6 A short story about the formation of bound and con-

tinuum excitonic states

Since the aim of this work is not purely to develop methods and solutions but, in particular, to

gain a deeper understanding of excitonic effects, in this section, we want to deal more intensively

with the connection between the resonant part of the two-particle Hamiltonian and the emergence

of continuum and bound excitonic states.

From linear algebra lectures, it is clear to us, that the structure of the Hamiltonian determines

the eigenvectors and eigenvalues. What is more challenging to understand, however, is how bound

states form and, in particular, how the excitonic effects influence the continuum. In this section,

we will only be able to give a partial understanding of this. However, we will lay the foundation

for a deeper understanding of bound and continuum excitons, which will be helpful for our later

developments (Ch. 5).
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In order to be more precise in the following, when we talk about different types of excitons, we will

specify the definition of the various excitons. As before, we will use the optical bandgap of the IP

spectrum for this purpose. In the case of the IP spectrum, the Hamiltonian is only defined by the

independent-particle transition part

H2p,reso,IP
µµ1 :� �

E0
ck � E0

vk

�
δv,v1δc,c1δk,k1

and thus in particular diagonally. In the following, we want to simplify the notation somewhat

and define the Hamiltonian H0
µµ1 :� H2p,reso,IP

µµ1 and the corresponding eigenenergies of the IP

Hamiltonian as E0
µ :� �

E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 , and the set of all eigenvalues as M IP pE0

µq. With

this definition, we can now define mathematically more precisely what we mean by the various

excitons. When we previously spoke of bound excitons, we meant excitons whose eigenenergy Eλ

lay within the optical bandgap. Mathematically, we therefore want to define bound excitons in

general as Eλ   minpM IP pE0
µqq and, conversely, continuum excitons as Eλ ¥ minpM IP pE0

µqq.
Now that we have made these definitions, we want to take a brief phenomenological look at the

variables responsible for the difference between the various excitons. In order to limit the discussion

to the most important things, we will first look at what information we need to determine the

emergence of weakly and strongly bound excitonic states. For this purpose it is worth looking at

the structure of the Hamiltonian

H2p,reso
µµ1 :� �

E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 � ΞAGWµµ1 � H0

µµ1 � ΞAGWµµ1 . (4.41)

The first thing we see is that, on the one hand, we have an IP onset
�
E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 ,

which is determined by the independent-particle transition energies, and on the other hand, we

have the interaction component ΞAGWµµ1 , which in the context of the excitonic effects has to describe

how these arise and what strength they have. Since we want to keep the discussion as simple as

possible, we limit our analysis to the results we obtained for Si and LiF. In particular, we want to

neglect both the electron-hole exchange component (Ch. 4.5.2) and the off-diagonal components

(Ch. 4.5.3) of the screened Coulomb potential as well as limiting ourselves to the case where it

is sufficient if we only consider the strongest components of the screened Coulomb interactions,

namely the longrange proportion of the first BZ (G � G1 � 0)

ΞAGWpvckq,pv1c1k1q � � 1

Ωv
xck|eipk�k1qr|c1k1y ε

�1
0,0pk � k1q
|k � k1|2 xv1k1|e�ipk�k1qr|vky .

This is, of course, a drastic assumption, but we want to develop an understanding here, not make

accurate calculations, and for this, we need structures that are as simple as possible. All in all,

the Hamiltonian for our analyzes then looks similar to the Wannier-Mott exciton model [97,98]

H2p,reso

pvckq,pv1c1k1q �
�
E0
ck � E0

vk

�
δv,v1δc,c1δk,k1�

1

Ωv
xck|eipk�k1qr|c1k1y ε

�1
0,0pk � k1q
|k � k1|2 xv1k1|e�ipk�k1qr|vky .

From the structure of our greatly simplified model, we have to consider two aspects in particular

when discussing the strength of the excitonic effects. Firstly, the screening, as we have already

discussed in section 3.4.3. The weaker the shielding by the other particles, the stronger the excitonic

effects can generally be. Secondly, we also have to consider the transition matrix elements, which,

depending on the strength of the overlap, can take on values in the interval r0, 1s. In general, this
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means that the weaker the screening and the better the overlap between the bands, especially in our

model between conduction and conduction bands, as well as between valence and valence bands,

the stronger the excitonic effects are to be expected. This observation can be used to explain to a

certain degree why we observe much more bound excitons for LiF than for Si. Since the screening

is weak (εmac � 1.9 [62]), and the overlap is expected to be significant due to partially parallel

bands (Fig. 4 in [99]), the excitonic effects are large. Therefore, we can expect stronger excitonic

effects in LiF. In the case of Si, we have strong shielding (εmac � 11.4 [61]) and partially parallel

bands (Fig. 1 in [100]), which means that the excitonic effects are stronger than usual for materials

with such a high screening but still much weaker than for LiF.

Now that we have made this phenomenological explanation for the excitonic effects in Si and LiF,

we will take a step towards the main part of this work and look at how the excitonic eigenenergies

relate to the corresponding IP particle eigenenergies. In particular, we will take a look at how the

difference between them (Eλ �E0
λ) changes as we increase the number of k-points bit by bit, this

should represent a form of convergence into the thermodynamic limit (Nk Ñ 8) of the k-points,

which is important because the interaction part of the Hamiltonian scales with the number of

k-points like: ΞAGWµµ1 � 1
Nk

.

Figure 4.3: Difference between the independent-particle transition energies E0
λ and the H2p,reso

Hamiltonian (Eq. (4.13)) eigenvalues Eλ. Results shown for increasingly dense k-grids of 3k

(red), 4k (blue), 5k (green) and 6k (orange), for a) silicon and b) lithium fluoride . It can

be seen that the continuum of the excitonic eigenenergies Eλ ¥ minpM IP pE0
µqq for a) Si

(minpM IP pE0
µqq � 3.27 eV, 6k) as well as for b) LiF (minpM IP pE0

µqq � 14.92 eV, 6k) slowly

moves towards the independent-particle transition energies. The same is true for both materials

near the optical band edge, but not for the lowest three eigenenergies of LiF, which represent the

strongly bound excitons. Numerical values are given in Appendix A; calculations were performed

with 6 transition bands for silicon and lithium fluoride, using a Kohn-Sham band structure.

As figure 4.3 shows, it seems to exist for both materials in the continuum (Si: (minpM IP pE0
µqq �

3.27 eV, 6k), LiF: (minpM IP pE0
µqq � 14.92 eV, 6k) ) a form of systemic approach of the eigenen-

ergies to those of the independent-particle tranisition energies. The same can be observed for
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the bound excitons slightly below the optical band edge. On the other hand, the strongly bound

excitons in LiF (lowest three eigenvalues) converge only very slowly, if they converge at all. Of

course, with a maximum number of 864 k-points we are far from talking about convergence in the

thermodynamic limit, but we see a pattern in both materials: The continua of the two materials

behave very similarly, although the strength of the excitonic effects that we observe in an absorp-

tion spectrum (Fig. 3.2) differ drastically. Furthermore, we see that we cannot distinguish the

bound excitons close to the optical band edge in Si and also for LiF on the 6k-grid from the contin-

uum, indicating that the behavior of these two exciton groups might be very similar. In the case

of the strongly bound excitons, we observe that they are far away from the indedependent-particle

transition energies.

However, for the moment, we want to leave these observations as observations, because for an

analysis and understanding we need much more information than we have at the time of this

chapter. Nevertheless, we want to formulate some questions which we will answer in the course of

the main part: Is the behavior we observe in the continuum of the two materials really a pattern or

is it just coincidence? Can we explain this behavior physically and mathematically? Can we use

this observation to make approximations for the eigenenergies? How is the strength of the excitonic

effects related to the observations in the continuum? These and some more questions, which are

not directly mentioned again in the main part but will be answered, will help us make exciting

discoveries and make surprisingly accurate approximations for eigenenergies and eigenvectors of

the excitons.

4.7 Intermediate summary

In this chapter, we defined the work framework of the static BSE. We have shown that the inversion

of the complex 4-point function of the original Dyson equation (Eq. (3.40)) can be transformed

into an eigenvalue equation by representing it in the Bloch space (Eq. (4.17)). This means that

an inversion of a highly complex matrix frequency by frequency is no longer necessary since it is

sufficient to diagonalize a matrix once and for all. Further, we showed that in the case of weak

spin-orbit interactions, a reduction of the rank of the matrix by 4 is possible.

We also examined how we get the quasi-particle energies and states for constructing the excitonic

Hamiltonian. For this purpose, we discussed the concept of quasi-particle energies and wave

functions and their relation to the Kohn-Sham scheme. It turned out that both the wave function

and the energies can often be calculated sufficiently well using KS-DFT with a scissor-operator. The

approximation significantly reduces the numerical costs for constructing the excitonic Hamiltonian.

After these crucial findings, we looked further into possible approximations of the general exci-

tonic Hamiltonian. We showed that the original task, namely constructing and diagonalizing the

Hamiltonian from equation (4.17), can be significantly simplified under certain circumstances. We

have seen that we can reduce the construction costs if we construct only the diagonal part of

the screened Coulomb interaction instead of constructing the full matrix. This approximation is

particularly successful when we work with materials that are determined by delocalized excitons.

Further, we have dealt with one of the standard approximations in theoretical spectroscopy, the
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TDA. The approximation neglects the coupling terms and thus reduces the previously p2�NvNcNkq-
dimensional problem to an pNvNcNkq-dimensional one. So, a significant reduction in numerical

costs is generated. Such an approach is particularly successful if plasmonic and excitonic effects

are well separated, excitonic effects are not too strong, and the material does not exhibit excessive

inhomogeneity.

Finally, we have already taken a small step beyond the working framework, namely at the point

where we have become familiar with the different forms of excitons. In this context, an impressive

observation was that in both Si and LiF, the continuum of the excitonic eigenenergies appear to

converge towards the independent-particle transition energies in the thermodynamic limit. This

observation is interesting because it suggests a pattern that we can explain physically and math-

ematically and, if we understand it, we may can use it for approximations. However, this will be

part of the main part of this work.



Chapter 5

Analysis and perturbative

approach to excitonic effects for

absorption spectra, eigenvectors

and eigenvalues

”We absolutely must leave room for

doubt or there is no progress and there is

no learning. There is no learning without

having to pose a question.”

Richard P. Feynman

After we have explained the theoretical foundations and discussed necessary approximations, we

can now deal with the central topics of this work. However, before we do that, we will briefly

recapitulate the essential information from the theoretical foundations and the working environ-

ment. This approach will help us to visualize the whole theoretical field and analyze different

areas, posing new questions.

In the following, we assume that we work in the static GW approximation, so the BSE for the

correlation function is given as:

L̄p1, 2, 11, 21q � L0p1, 2, 11, 21q�
L0p1, 4̄, 11, 3̄q

�
v̄cp3̄, 5̄qδp3̄, 4̄qδp5̄, 6̄q �WAp3̄, 4̄qδp3̄, 5̄qδp4̄, 6̄q� L̄p5̄, 2, 6̄, 21q. (5.1)

As we have seen in section 4.3, we can transform the solution of this equation into an eigenvalue

equation of an effective two-particle Hamiltonian. In the following, we only want to deal with the

TDA version of the Hamiltonian (Eq. (4.36)), the case of negligible spin-orbit coupling and non-

metal systems. In this case, the BSE can be mapped into an eigenvalue equation for the resonant

part of the two-particle Hamiltonian (Eq. (4.37))

¸
µ1

H2p,reso
µµ1 Aµ

1

λ � EλA
µ
λ, (5.2)

67
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eigenvectors and eigenvalues

for an effective two-particle Hamiltonian

H2p,reso
µµ1 :� �

E0
ck � E0

vk

�
δv,v1δc,c1δk,k1 � ΞAGWpvckqpv1c1k1q � H0

µµ1 � ΞAGWµµ1 , (5.3)

with the interaction kernel given as:

ΞAGWµµ1 :� ΞAGWpvckqpv1c1k1q � � 1

Ωv

¸
G,G1

ρ̃�pc,kqpc1,k1qpq �GqWG,G1pqqρ̃pv1,k1qpv,kqpq �G1qδq,k�k1

� 2

Ωv

¸
G�0

ρ̃�pc,kqpv,kqpGqv̄cpGqρ̃pv1,k1qpc1,k1qpGq,
(5.4)

For the construction of the Hamiltonian, we assume that KS-DFT with a scissor operator is

sufficiently good for the computation of the quasi-particle energies E0
ni and wave functions Ψni .

Within these assumptions, we can then calculate the modified dielectric susceptibility using

χ̄TDA,reso
G,G1 pq, ωq �

¸
λ

¸
µµ1

ρ̃�µpq �Gq Ā
pµq
λ Ā

�pµ1q
λ

Eλ � Ω
ρ̃µ1pq �G1qfµ1

�
¸
µµ1

ρ̃�µpq �Gq �H2p,reso � Ω1
��1

µµ1
ρ̃µ1pq �G1qfµ1

(5.5)

and with this expression, we are then able to finally calculate the macroscopic dielectric function

εM pωq � 1

r1� limqÑ0 vcpqqχ̄pq, ωqs�1
00

. (5.6)

After summarizing the essential equations, we can now ask ourself an infinite number of questions

which one would like to consider for further work; as an example, the very general questions are:

Is our starting point (Eq. (5.1)) the only possible one? Can one optimize the construction of

the matrix (Eq. (5.4))? Is diagonalization a useful way to solve the eigenvalue equation for the

effective two-particle Hamiltonian (Eq. (5.2))?

Much work has been invested in many of these questions over the decades. For example, at-

tempts have been made to develop new alternative calculations for the two-particle correlation

function [101]. Furthermore, work was also invested in reducing the construction costs of the

matrix and its contents, for example, the screening through models [22,102,103] or machine learn-

ing [104]. Another significant development was the so-called double grid method [25, 35]. This

method reduces the number of k-points required for the Hamiltonian construction, which is one of

the biggest numerical issues.

Moreover, an enormous amount of work is invested in solving eigenvalue equations in a numerically

more favorable way since this task occurs in almost all areas of applied mathematics. Examples

of developed and used algorithms are the Jacobi-Davidson iteration method [33], the CG+SR

algorithm [24], the QR algorithm [27–29], the inverse iteration [30, 32], the divide and conquer

method [31], the Lanczos method [26], the MR3 algorithm [34] and many more.

In this work, however, we will take a slightly different approach than developing clever algorithms

or reducing construction costs. We want to understand the various elements of the BSE better and

thus the effective two-particle Hamiltonian, especially concerning strongly bound and continuum

excitons (Ch. 4.6). This approach will help us to provide new explanations for the emergence of

the various excitonic effects and pave the way for new exact as well as simplified equations. As we

will see, these equations will provide a deeper understanding, numerically favorable solutions, and

new ways to calculate absorption spectra, eigenvalues, and eigenvectors.
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For the further work, it is essential to note that we will only use partially converged results. We

will carry out the calculations for our prototypical materials Si and LiF using a low band BSE

calculation; for this, we will reduce the transition bands in both materials to 6 (Appendix C).

Furthermore, we will forego convergence with the number of k-points and limit ourselves to grids

of size 3k (108 k points), 4k (256 points), 5k (500 points) and 6k (864 points). We are doing this

for ecological and economic reasons since even the unconverged Hamiltonian defines the problem.

5.1 The Haydock-Lanczos and Neumann algorithm

We start our journey by familiarizing ourselves with the standard procedure that one uses if one

is only interested in the absorption spectrum but not in eigenvalues or eigenvectors, the so-called

Haydock-Lanczos method [25,26,105–107].

This section will aim to answer the following questions: How does the Haydock-Lanczos algorithm

work? What are its limitations? Is it possible to use the Haydock-Lanczos algorithm to understand

how the excitonic effects manifest themselves within the absorption spectrum?

Answering these questions will enrich our knowledge and primarily support us when we venture

deeper and deal with the eigenvalues and eigenvectors.

5.1.1 Haydock-Lanczos algorithm

In order to calculate, e.g. the absorption spectrum, one can use the macroscopic dielectric function

(Eq. (5.6)) together with the modified dielectric susceptibility (Eq. (5.5)):

χ̄AGW,TDA,reso
G,G1 pq, ωq �

¸
µµ1

ρ̃�µpq �Gq �H2p,reso � Ω1
��1

µµ1
ρ̃µ1pq �G1qfµ1 . (5.7)

The crucial point now to be able to apply the Haydock-Lanczos algorithm [26,105] is the structure

of the equation
�
ρ̃�
�
H2p,reso � Ω1

��1
ρ̃
	

, which allows solving the expensive problem of matrix

inversion (� OpN3q) or diagonalization of the Hamiltonian by an algorithm which scales with

OpmHayN
2q, where mHay is the number of iteration steps used to achieve convergence and N is

the dimension of the Hamiltonian H2p,reso.

For the presentation of the algorithm, we will adopt its formulation from the publication by [107],

as the latter provides a detailed breakdown of the algorithm.

As can be seen above (Eq. (5.7)), quite generally, the target is to calculate an expression like:

xi|pΩ� Ĥq�1|jy , (5.8)

where Ω is the complex frequency Ω � ω � iΓ, Ĥ is the Hamiltonoperator of the system, in our

case the resonant two-particle Hamiltonian (Eq. (5.3)), and |jy , |iy are vectors, which are known.

The goal is now to bypass the expensive matrix inversion and to solve it with a suitable process.

To achieve this, we define:

|j̃Ωy � pΩ� Ĥq�1 |j̃y , |j̃y � |jy {||j||. (5.9)

Subsequently, we substitute equation (5.9) into equation (5.8), which leads to the expression:

xi|pΩ� Ĥq�1|jy � xi|j̃Ωy ||j||.
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Since |iy , |jy are known, the next step is to obtain |j̃Ωy. To this end, we generate a set of or-

thogonal Lanczos vectors t|fnyu, with the starting vector |f0y � |j̃y, and by using the recursion

relations [108]:

bn�1 |fn�1y � Ĥ |fny � an |fny � bn |fn�1y ,

with the definitions an :� xfn|Ĥ|fny and bn :� xfn�1|Ĥ|fny. The next step is to expand the

solution vector |j̃Ωy in the Lanczos basis:

|j̃Ωy �
¸
n

cnpΩq |fny , (5.10)

with the expansion coefficients given as cnpΩq � xfn|j̃Ωy. This bases transformation allows us to

express the initial equation (5.8) as:

xi|pΩ� Ĥq�1|j̃y ||j|| � xi|j̃Ωy ||j|| �
¸
n

xi|fny cnpΩq||j||.

With the equation obtained, we have already transformed the matrix inversion into a series ex-

pansion in the Lanczos basis. Now to make the expansion usable, we require an equation for the

expansion coefficients cn, which can be obtained by applying equation (5.8) to |j̃Ωy and using the

reformulated equation (5.9) Ĥ |j̃Ωy � ω |j̃Ωy � |j̃y in order to obtain:

bn�1cn�1pΩq � ΩcnpΩq � δn0 � ancnpΩq � bncn�1pΩq. (5.11)

By introducing the relaxation function

φnpΩq � rΩ� an � b2n�1φn�1pΩqs�1,

and rearranging the determination equation for cn (Eq. (5.11)), we can obtain the final equation

for the expansion coefficients as:

cnpΩq � φnpΩqbncn�1pΩq.

Now that we hold the general representation of the algorithm in our hands, we will assume that

we are only interested in structures like xj|pΩ� Ĥq�1|jy, e.g. the G � G1 � 0 component of the

modified dielectric susceptibility, which we need in order to construct the macroscopic dielectric

function (Eq. (5.6)). In this case, the equation simplifies to the well-known Haydock-Lanczos

recursive formula

xρ̃|pΩ� Ĥq�1|ρ̃y � xρ̃| ˜̃ρΩy ||ρ̃||2 � c0pΩq||ρ̃||2, (5.12)

where ρ̃ represents the transition dipoles and c0 is given in a continued fraction series as:

c0pΩq � 1

Ω� a0 � b21φ1pΩq �
1

Ω� a0 � b21

Ω�a1� b22
Ω�a2�b

2
3φ3pΩq

. (5.13)

Before we move on to detailed analyses of the algorithm, we want to verify whether the algorithm is

suitable for calculating the absorption spectra of materials with weak and strong excitonic effects.

To do this, we calculate the spectra for Si and LiF using the Haydock-Lanczos algorithm.
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Figure 5.1: Haydock-Lanczos absorption spectrum (Impεpωqq) (Eq. (5.12)) for a) silicon and b)

lithium fluoride in static GW-BSE. Shown the exact diagonalization result in black and different

iterations mHay (1, 5, 10, 30, 100, 120) of the Haydock-Lanczos algorithm. The result shows an

approach of the algorithm for about 100 iterations to the exact diagonalization result for both

materials. Numerical values are given in Appendix A; calculations were performed on a 5k grid

(500 k-points) using a Kohn-Sham band structure, with 6 transition bands for optical calcula-

tions and a Lorentzian broadening of Γ � 3.67 � 10�3 Ha.

In figure 5.1, we see that we need at least 100-120 iterations to get an indistinguishable spectrum

from the exact one on the scale of the figure for Si and LiF. Furthermore, we observe that the

algorithm delivers the same spectrum obtained through the exact diagonalization for both materials

with weak (Fig. 5.1 a)) and strong excitonic effects (Fig. 5.1 b)). Based on our empirical results

and the numerous results and analyses from the literature [25, 107, 109, 110], we can assume that

the Haydock-Lanczos algorithm is not limited to materials with weak or strong excitonic effects.

What we also see, however, is that it is not easy to assign a physical meaning to the individual

iteration steps or to say which iteration step leads to which result and why. The only thing we see

is that in both spectra, low iteration steps (blue, pink) produce seemingly arbitrary peaks, which,

with increasing iteration steps, split into several peaks (green) that eventually turn into a form

of oscillation (orange) that is already close to the target spectrum. With further iteration steps,

the oscillations flatten out and finally disappear (red, light blue). However, we cannot guess or

read from the continued fraction representation (Eq. (5.13)) which part of the Hamiltonian makes

which contribution.

However, the reason is not only the representation as a continued fraction, which stands in the

way of using the algorithm to develop physical understanding, but also that we start with an

arbitrary vector for the Lanczos basis (|f0y � |ρ̃y {||ρ̃||), which per se has no direct relation to the

Hamiltonian, such as an eigenvector or the same. To make this clear, we will illustrate the first

iteration step. In this case, the spectrum is built up from:

xρ̃|pΩ� Ĥq�1|ρ̃y � xρ̃| ˜̃ρΩy ||ρ̃||2 � c0pΩq||ρ̃||2 � ||ρ̃||2
Ω� a0

� ||ρ̃||2
Ω� xρ̃|Ĥ|ρ̃y {||ρ̃||2 .

Since, as mentioned, the vector |f0y � |ρ̃y {||ρ̃|| has no direct physical or mathematical connection
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to the Hamiltonian, the arising peaks have no physically meaning, like in example the position

of eigenvalues of the independent Hamiltonian or something like that. This shows us that the

algorithm is unsuitable for a deeper understanding of excitonic effects in absorption spectra. It

can only provide us with absorption spectra.

Now that we have learned the algorithm in the form of equations and have seen that it gives

the same result as the diagonalization of the resonant part of the two-particle Hamiltonian for

materials with both weak and strongly bound excitons, we will turn to the question: What is the

numerical scaling of the algorithm, and what are its limitations?

For this purpose we first examine the numerical scaling of the algorithm, which is relatively simple,

because to calculate xρ̃pq �Gq|pΩ� Ĥq�1|ρ̃pq �Gqy one only has to calculate three quantities:

• an, OpN2q,

• bn, OpN1q,

• |fn�1y, OpN2q.

Since only c0 needs to be generated and therefore an and bn, which are similar for most of the the

complex frequencies Ω. We can estimate the numerical scaling for the calculation of the macroscopic

dielectric function asOpmHayN
2q. After we have worked out the numerical scaling of the algorithm,

we need to determine what affects the number of iterations mHay required. One aspect that is

important for the convergence speed and, therefore, for the number of needed iteration steps is

the minimal distance minλ |Eλ � Ω| between the closest eigenvalue Eλ of the Hamiltonian to the

value of the complex frequency Ω [111]. This statement, in reverse, means the convergence of the

Haydock-Lanczos algorithm is fast if Ω is far from the eigenenergy spectrum. Since the complex

frequency is defined as the frequency plus broadening (Ω � ω� iΓ), we can immediately recognize

that broadening plays a central role in convergence. To evaluate more precisely, the broadening

should be larger than the characteristic level spacing of the Hamiltonian (Eλ�Eλ�1   Γ) in order

to guarantee that the iterative scheme is more efficient than standard diagonalization [112]. For

this reason, we can understand broadening as a parameter that prevents Ω from coinciding with

an eigenvalue, which would result in slow convergence and render the algorithm impractical.

This analysis shows us that the broadening and the choice of frequency primarily determine the

convergence speed of the algorithm. The closer Ω is to the eigenvalues of the Hamiltonian, the

slower the iterative procedure will converge. However, what does not emerge from this analysis

is how the algorithm behaves when changing the k-grid density since, in practical application, we

never have an infinitely dense grid and, therefore, never infinitely dense eigenvalues.

In order to understand the behavior of the algorithm with increasing k-grid density and also to see

in a practical application how the Haydock-Lanczos algorithm behaves depending on the choice of

broadening, we will look at the absorption spectra for Si depending on broadening, k-grid and the

number of iteration steps needed to obtain a stable result.
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Figure 5.2: Convergence behavior of the Haydock-Lanczos algorithm (Eq. (5.12)) for the imag-

inary part of the dielectric function, Impεpωqq, of silicon in TDA and static GW-BSE. The con-

vergence behavior is shown with respect to a) the k-grid density for a fixed Lorentzian broad-

ening Γ � 0.001 Ha and b) the Lorentzian broadening Γ for a fixed k-grid (6k). It is shown in

a) that the convergence speed with the number of iteration steps mHay of the Haydock-Lanczos

algorithm hardly depends, if at all, on the density of the k-grid and in b) that there is a strong

correlation between the number of iteration steps required for convergence within the scope of

the observable change in the spectrum in the images and the chosen Lorentzian broadening. Cal-

culation were done using a Kohn-Sham band structure and 6 transition bands for the optical

calculations. Numerical values are given in Appendix A.

As we can see (Fig. 5.2 a)), for a finite grid, the Haydock-Lanczos algorithm behaves identically

for a grid of 3k (108 k-points) and 6k (864 k-points) with constant broadening within the scope

of the observable: after about 300 iteration steps there is no longer any optical visible change in

the spectra to observe. The reason for this may be that the selected frequencies and broadening

are in such a range that they sufficiently fulfill the conditions for the convergence speed discussed

above. In the case of broadening, the spectrum behaves as we discussed above. As soon as the

broadening becomes smaller, so frequencies move closer to the eigenvalues, we need more iteration

steps until no visible change in the spectrum can be observed. For a broadening of Γ � 0.01 Ha,

only about 30 iteration steps are necessary, and for a broadening of Γ � 0.001 Ha, ten times that

number, namely 300 iteration steps, are required.

After discussing the Haydock-Lanczos algorithm, we understand that the algorithm is well-suited

for calculating absorption spectra. However, on the other side, it gives us minimal opportunity to

analyze and understand the excitonic effects more profoundly. The reason for this lies in the com-

plicated structure of c0pΩq (Eq. (5.13)), which represents a continued fraction and therefore, much

information is nested. Furthermore, the ability to develop physical intuition and understanding is

further complicated by how we construct the Lanczos base (Eq. (5.10)), especially how we have to

choose the starting vector. It is, therefore, crucial that we find an algorithm that allows us more

profound insight.
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5.1.2 Neumann algorithm

As our primary focus is on understanding, which is not easy based on the Haydock-Lanczos algo-

rithm, we want to use a straightforward algorithm to take the inversion apart piece by piece. One

such algorithm is the Neumann algorithm. The algorithm corresponds to what can be described

as matrix perturbation theory, and detailed expressions can be found in various mathematical

textbooks on functional analysis, such as the book by D. Werner [113]. If such an algorithm were

to be applicable, it would be extremely practical because a perturbation theory has always been a

proven method in physics for making calculations and generating understanding.

To explain the idea of the algorithm as simply as possible, we begin with the scalar case since

transferring the idea to the matrix case is then straightforward: Suppose we wish to expand the

expression p1� xq�1 into a Taylor series; the condition |x|   1 must be satisfied. If the condition

is fulfilled, we can initiate a simple Taylor series:

p1� xq�1 � 1� 1

1!
p�1q2x� 2

2!
p�1q4x2 � 2 � 3

3!
p�1q6x3 � � � � �

mPŢ

k�0

xk.

Now, envisioning the same structure as a matrix equation, we obtain:

�
1�X

��1 �
Ņ

k�0

Xk,

with the condition that the operator norm fulfills ||X||   1. Since the operator norm on a real

or complex Hilbert space is equivalent to the spectral radius SrpXq � max |λpXq|, i.e., the largest

eigenvalue in magnitude, one has to deal with the condition SrpXq   1 for the expansion.

However, practical situations often involve a different structure, such as pA � Bq�1, where one

refers to B as the perturbation of A. In such a case, a short transformation helps to find the

expansion of the inversion as

pA�Bq�1 � A�1p1�B A�1q�1 � A�1
mPŢ

k�0

�
B A�1

�k
, (5.14)

with the condition SrpBA�1q   1.

Since, in addition to generating understanding, our goal is also to provide an efficient way of

calculation, we need to consider that this algorithm, in its current form, cannot be numerically

more efficient than � OpN3q. The reason for the inefficiency of the Neumann series arises from

the necessity to invert A initially, followed by the performance of mPT matrix multiplications,

each incurring a cost of � OpN3q. Therefore, the algorithm can only offer advantages when two

conditions are met: firstly, A should be a diagonal matrix (A�1 � 1{A), and secondly, matrix-

vector multiplication must be executed from the right- or left-hand side. This modification implies

that we require the following structure resembling:

pA�Bq�1v � 1

A

mPŢ

k�0

�
B

1

A

�k
v � 1

A
v � 1

A
B

1

A
v � 1

A
B

1

A
B

1

A
v � � � � ,

which would lead to a reduction of the computational cost from OpN3q to OpmPTN
2q. The

advantageous aspect for us is that the structure of the response function (Eq. (5.4)) aligns perfectly

with the efficient utilization of the Neumann series. However, we must bear in mind what the



5.1 The Haydock-Lanczos and Neumann algorithm 75

limitation of the algorithm is, namely the size of the spectral radius. For this reason, we ask

ourselves the question: Can we choose the matrices A and B such that the spectral radius is less

than one? To check this, we will restrict ourselves to the macroscopic dielectric function (Eq.

(4.1)). For this purpose, we combine the equation for the macroscopic dielectric function (Eq.

(4.1)) and the resonant part of the modified dielectric susceptibility (Eq. (4.38)), in order to

obtain the expression:

εpωq � 1� lim
qÑ0

vcpqqρ̃:pqq
��

Ω1�H
��1

�
ρ̃pqq

or in a more general representation

εpωq � 1� lim
qÑ0

vcpqqρ̃:pqq
�
A�1pΩq�1�B A�1pΩq��1

�
ρ̃pqq. (5.15)

Due to the limitation that A must be a diagonal matrix, there exist only four straightforward

possibilities:

1. ApΩq � Ω1, B � H,

2. ApΩq � Ω1�H0, B � H �H0,

3. ApΩq � Ω1� diagphq, B � H � diag
�
h
�
,

4. ApΩq � Ω1� diag
�
H
�
, B � H � diag

�
H
�
.

Figure 5.3: Neumann series expansion (Eq. (5.14)) for the imaginary part of the dielectric

function Impεpωqq (Eq. (5.15)) of silicon in static GW-BSE. Shown is the behavior in a) third

and b) one hundered order for different approaches of the unperturbed matrix A, A � Ω1 (or-

ange), A � Ω1 � diagphq (blue), A � Ω1 � H0 (green) and A � Ω1 � diagpHq (red). Only the

choice of the unperturbed matrix as A � Ω1 � diagpHq approaches to the exact result (black).

Numerical values are given in Appendix A; calculations were performed on a 3k grid (108 k-

points) using a Kohn-Sham band structure, with 6 transition bands for the optical calculation

and a Lorentzian broadening of Γ � 3.67 � 10�3 Ha.

From figure 5.3, we observe that the ansatz based on Ω (orange) gives a function that is proportional

to 1{Ω and is incapable of reproducing a spectrum. A similar outcome is seen for Ω�diagphq (blue),
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representing only a slight shift compared to Ω. We can already discern an absorption spectrum if

we exclude the independent-particle transition energies Ω�H0 (Fig. 5.3 a) green). However, the

result exhibits significant oscillations around the target spectrum, and it diverges with increasing

orders (Fig. 5.3 b) green). Nevertheless, for small ω (ω   3 eV), the result approaches the exact

result. Going one step further and excluding the entire diagonal part of the matrix, Ω � diagpHq
(red), which is equivalent to taking the off-diagonal part of the Hamiltonian as the perturbation,

shows that after three orders (Fig. 5.3 a) red), the spectrum already closely matches the target

spectrum and the spectrum is stable even at one hundred orders (Fig. 5.3 b) red).

The result indicates that the Neumann algorithm can reproduce the matrix inversion accurately for

calculating the absorption spectrum of Si. However, at this point, we do not understand why the

different approaches lead to the results as they do. Since we have already stated that the spectral

radius is a limiting factor for the algorithm’s functionality, we can use this quantity to gain some

inside. To do so, it is necessary to provide a detailed analysis of the spectral radius depending on

the choice of the matrix A:

SrpB A�1pΩqq :� max |λpB A�1pΩqq| �
b

RepmaxpλpB A�1pΩqqq2 � ImpmaxpλpB A�1pΩqqq2.

To keep the calculation as general as possible, we assume an arbitrary diagonal choice D, A �
Ω1�D, which consequently leads to the definition of the perturbation part as B � H �D. With

these choices, we can rewrite the equation for the spectral radius and make an estimate:

Sr
�
B A�1pΩq� ¤ Sr

�
B
� � Sr �A�1pΩq� � Sr

�
H �D

� � Sr �pΩ�Dq�1
�
, (5.16)

Sr
�pΩ�Dq�1

� � max

�����λ
�

1

Ω�D

������ � 1

min |λ �Ω�D
� | , (5.17)

Sr
�pΩ�Dq�1

� ¥ �
Sr
�
Ω
�� Sr

�
D
���1 � �

max |λpΩq| �max |λpDq|��1 � 1?
ω2 � Γ2 �max |λpDq| .

(5.18)

The estimation shows that the spectral radius is divided into two parts, one Sr
�pΩ�Dq�1

�
, which

is directly influenced by the choice of the frequency and the broadening, and one Sr
�
H �D

�
determined by the Hamiltonian and the choice of the diagonal part. With the obtained estimation

we can identify why the choices ApΩq � Ω1 ô D � 0 � 1 and ApΩq � Ω1� diagphq ô D � diagphq
cannot work: If ω becomes too small, e.g. ω � 0 eV, and max |λpDq| is either zero (D � 0) or very

small (D � diagphq), then the frequency dependent part of the spectral radius is only determined

by broadening as we can immediately see from equation (5.17):

Sr
�pΩ�Dq�1

� � 1

min |λ �Ω�D
� |D Ñ 0, ω Ñ 0ÝÝÝÝÝÝÝÝÝÝÑ

1

Γ

However, since the broadening is in the order of magnitude of 10�3, the spectral radius will become

very large, and the series expansion will diverge, which we observed in figure 5.3. In order to give

a general estimate of when the spectral radius is as small as possible, independently of the chosen

broadening or frequency, we want to reformulate the estimation into three conditions:

1. Sr
�pΩ�Dq�1

�
must be small, implying D is large, since max |λpDq| must be large,

2. Ω must be far away from the values of the diagonal matrix D so that min |λ �Ω�D
� | is large
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3. Sr
�
H �D

�
must be small, meaning D must represent a significant portion of H.

These conditions define a framework within which we can choose the D-matrix and which frequen-

cies or broadening we can choose. In order to satisfy condition 1 and 3 optimally, a large proportion

of the diagonal part of the Hamiltonian must be extracted. The reason for this choice is that we

have to keep Sr
�
H �D

�
as small as possible, which means that we have to take out a large part

of the Hamiltonian and additionally for all Ω, the spectral radius should be as small as possible,

which requires that D is as large as possible, especially more significant than the broadening, if the

broadening is small so that no divergence occurs in the low-frequency range. Condition 2 imposes

another additional condition, which concerns the choice of frequencies and broadening. Ω must

be as far away as possible from the values of the diagonal matrix D, which in turn means that

the broadening should be as large as possible and/or ω should be as far away as possible from the

values of the diagonal matrix.

However, whether choice D � H0 or D � diagpHq is the better decision is not directly evident

from these conditions, since H0 ¡ diagpHq holds in the case of the resonant part of the effective

two particle Hamiltonian (Eq. (5.3)). Therefore, we have an interplay between the two conditions

(1 and 3): If we chose D � H0 than condition 1 will be better fulfilled and with the choice

D � diagpHq condition 3.

Figure 5.4: Spectral radius Sr for the matrix BA�1 inside the imaginary part of the macro-

scopic dielectric function Impεpωqq (Eq. (5.15)) for silicon, for the choice a) A � Ω1 � diagpHq,
B � H � diagpHq and b) A � Ω1 � H0, B � H � H0. Results are shown for both cases

for the choice of frequency: blue random choice and red ω � diagpHq (a)) or ω � H0 (b)). It

turns out that in both cases the choice of frequency is insignificant, but the choice for the diag-

onal component as D � diagpHq provides a significantly lower spectral radius than the choice

D � H0. Numerical values are given in Appendix A; calculations were performed on a 3k grid

(108 k-points) using a Kohn-Sham band structure, with 6 transition bands for the optical calcu-

lation and a Lorentzian broadening of Γ � 3.67 � 10�3 Ha.

Figure 5.4 shows that choice D � diagpHq provides a significantly lower spectral radius. How-
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ever, we could not get this result directly from our conditions for choosing the diagonal matrix.

Furthermore, the results show us that the choice of the frequency spectrum is not crucial because

even if we choose the frequency identical to the diagonal matrix elements, we still get almost the

same result as in the case of a randomly chosen frequency spectrum. This may be attributed to

the non-disappearing broadening, which ensures that Ω � D holds. Therefore broadening serves

a similar purpose for the Neumann algorithm as it did in the Haydock-Lanczos; it prevents the

frequency from getting too close to a certain value.

Based on our mathematical justification and illustration of the different approaches, we will focus

solely on what we will refer to as the correct ansatz:

εpωq � 1� lim
qÑ0

vcpqqρ̃:pqq
�
∆E�1

Ω

�
1� h̃∆E�1

Ω

	�1
�
ρ̃pqq, (5.19)

where h̃ :� H � diagpHq � h� diagphq and ∆E�1

Ω
:� pΩ1 � diagpHqq. Now that we have figured

out how we have to rewrite the matrix inversion in order to be able to set up a perturbation series,

we want to deal with the same question as in the case of the Haydock-Lanczos algorithm: What

role does broadening play for the algorithm, and is the algorithm independent of the k-grid density?

If we take a look at our estimation for the spectral radius (Eq. (5.16), (5.18)), we already know

that the broadening factor will play a decisive role for the size of the spectral radius, especially

the smaller it gets, the larger the spectral radius should become. To give this assumption more

substance, we want to look at the spectral radius for Si depending on the k-grid density and the

broadening.

Figure 5.5: Behavior of the spectral radius Sr for the matrix h̃∆E�1

Ω
inside the imaginary part

of the dielectric function Impεpωqq (Eq. (5.19)). Results for silicon in static GW-BSE shown for

a) the k-grid density for a fixed Lorentzian broadening Γ � 3.67 � 10�3 Ha and b) the Lorentzian

broadening Γ for a fixed k-grid (3k). The results indicate that the spectral radius is almost in-

dependent of the k-grid density but strongly depends on the broadening. Numerical values are

given in Appendix A; calculations were performed with 6 transition bands for the optical calcu-

lation, using a Kohn-Sham band structure.

As we can see from figure 5.5 a), the Neumann algorithm for Si is almost independent of the
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density of the k-grid over the entire energy range, as it was the case for the Haydock-Lanczos

(Fig. 5.2 a)). However, the same cannot be said about broadening. We can observe (Fig. 5.5 b))

that if we change the broadening, we see precisely the same as for the Haydock-Lanczos (Fig. 5.2

b)). The convergence speed becomes slower with decreasing broadening (larger spectral radius).

In the case of the Neumann series, however, we have another disadvantage to contend with. If

the spectral radius is larger than one (orange, purple), the series will not converge anymore. This

leads to a limitation for the application possibilities of a perturbative series expansion. The reason

for the strong broadening dependency of the algorithm can be explained by the analysis we have

already carried out regarding the dependence of the spectral radius on the selected frequency

spectrum while maintaining the same broadening (Fig. 5.4). As the broadening becomes smaller,

the frequencies lie closer to the values of the diagonal matrix D, and a divergence of the contribution

SrpΩ�Dq in the spectral radius occurs whenever Ω comes too close to a value of D. For this reason,

the frequency spectrum choice becomes crucial for a series expansion, as it actively determines the

spectral radius.

Now that we have dealt extensively with the possible approaches to a perturbation series, partic-

ularly the limiting factors, it is time to bring more physics into our analysis. To do this, we want

to look at how the algorithm behaves in practice, i.e., how an absorption spectrum is built up

piece by piece and what we can expect for a perturbation series depending on the strength of the

excitonic effects.

Figure 5.6: Neumann series expansion (Eq. (5.14)) for the imaginary part of the dielectric

function Impεpωqq (Eq. (5.19)) of silicon in static GW-BSE. Shown are the IP approximation

(Eq. (3.35)) (darkgreen) and the exact result (black), as well as the Neumann series up to the

eighth order. An approach of the series towards the exact result can be seen between the sixth

and eighth order. Numerical values are given in Appendix A; calculations were performed on a

5k grid (500 k-points) using a Kohn-Sham band structure, with 6 transition bands for the opti-

cal calculation and a Lorentzian broadening of Γ � 3.67 � 10�3 Ha.

As seen in figure 5.6, there is no question that the Neumann series for Si approaches the exact

result, and after about six (purple) to eight (brown) orders, there is almost no difference to the
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exact absorption spectrum. However, the more exciting result only emerges from a closer look

at the individual orders. In order to support the discussion on mathematical foundations, we

want to write out the macroscopic dielectric function (Eq. (5.19)) up to the second order in the

perturbation series:

εpωq � 1� lim
qÑ0

vcpqqρ̃:pqq
�
∆E�1

Ω
�∆E�1

Ω
h̃∆E�1

Ω
�∆E�1

Ω
h̃∆E�1

Ω
h̃∆E�1

Ω
� . . .

�
ρ̃pqq.

If we compare the equation with the respective orders in figure 5.6, we see the following behavior:

The zeroth order (blue) represents nothing other than a shifted IP spectrum and is only constructed

by the diagonal matrix ∆E�1

Ω
. The reason for the commonality between the zeroth order (blue) and

the IP spectrum (dark green), lies in the fact that the only difference is that we have pΩ1�diagpHqq
instead of pΩ1 � H0q. Therefore the difference in including the diagonal part of the interaction

Hamiltonian (diagphq � diagpΞAGW q) or not creates a shift towards lower energies. The next, the

first order of the perturbation series (orange), no longer describes a diagonal matrix but instead

brings pure off-diagonal elements into play. By taking the off-diagonal elements into account, the

characteristic peak structures that arise from the excitonic effects become visible. However, the

spectrum has not yet been correctly described. The continuum part of the spectrum tends to be

overestimated, and the bound states (first peak) near the optical edge tend to be described too

weakly. For this reason, including the first order still leads to an absorption spectrum, which looks

like an increased IP spectrum.

By taking further orders into account (diagonal and off-diagonal elements), this imbalance is elim-

inated by weakening the spectrum’s continuum and increasing that of the bound states.

Unlike the Haydock-Lanczos algorithm, the Neumann series allows a relatively precise analysis of

the excitonic effects and which parts of the Hamiltonian are responsible for what.

However, before we compare the two algorithms in more detail, we will look at how a perturbation

series behaves for other materials and how the series expansion depends on the strength of the

excitonic effects. For this purpose, we only look at the spectral radius of the materials, as this tells

us whether a series development is possible or not.

In the following, we want to look at the four materials: Ge, Si, ZnS and LiF, since with the choice

of the four materials, we cover the range from very weak to very strong excitonic effects. This

is because they exhibit increasing excitonic effects in ascending order, which stems from the fact

that, among other things, they have weaker screening in ascending order ((Ge, εmac � 16 [114]),

(Si, εmac � 11.4 [61]), (ZnS, εmac � 4.72 � 5.1 [115, 116]), (LiF, εmac � 1.9 [62])), and therefore,

stronger excitonic effects are possible (Ch. 4.6).
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Figure 5.7: Spectral radius Sr for the matrix h̃∆E�1

Ω
inside the imaginary part of the dielectric

function Impεpωqq (Eq. (5.19)). Results are shown for germanium (blue), silicon (red), zinc sul-

phide (green) and lithium fluoride (black) in static GW-BSE. It can be seen that with increasing

strength of the excitonic effects from germanium to lithium fluoride, the spectral radius increases

and exceeds one by far for lithium fluoride. Numerical values are given in Appendix A; calcu-

lations were performed on a 3k grid (108 k-points) using a Kohn-Sham band structure, with a

Lorentzian broadening of 3.67 � 10�3 Ha, and 6 transition bands for the optical calculation.

As we can see in figure 5.7, as the strength of the interaction increases, so does the spectral radius.

The spectral radius for Ge (blue) and Si (red) is below one for all energies. For ZnS (green), some

energies already exceed this limit, and for LiF (black), the spectral radius is clearly above one.

The behavior of the spectral radius can be explained, if we take another look at our previous

estimate of the spectral radius (Eq. (5.16)):

Sr
��
H � diagpHq� �pΩ� diagpHqq�1

�� ¤ Sr
�
H � diagpHq� � Sr �pΩ� diagpHqq�1

�
.

Since the second frequency-dependent component of the spectral radius is independent of the

strength of the excitonic effects because only the minimum distance (Eq. (5.17)) min |Ω�diagpHq|
between the complex frequency and the diagonal matrix elements matters for the spectral radius.

It, therefore, is the first term (H � diagpHq) which changes with the excitonic effects.

In order to make the whole thing more transparent to use, we will play around with the simple

Gedankenexperiment: Suppose we could represent the strength of the excitonic effects by a single

constant c so that we can rewrite our estimate as:

Sr

���
H0 � c � h�� diag

�
H0 � c � h�� �Ω� diag

�
H0 � c � h���1

	
¤

Sr

�
c � diagph̃q

	
� Sr

��
Ω� diag

�
H0 � c � h���1

	
.

For the second term, the frequency-dependent part of the spectral radius, we can observe that only

the frequency range at which the minimum difference lies has now shifted. However, the value

itself for the minimum does not shift, since for a given c, we can always find an Ω̃, so that:

min |Ω� diagpHq| � min |Ω̃� diag
�
H0 � c � h� |.
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However, the same does not hold in the case of the first component, as we can see if we rewrite it:

Sr
��
H0 � c � h�� diag

�
H0 � c � h�� � �Sr

�
c � diagph̃q

	
� c � Sr

�
diagph̃q

	
.

The proportion scales with c, which in turn means that with increasing strength of the excitonic

effects, i.e. increasing c values, the spectral radius will increase. In summary, the observation could

be plugged into a simple rule:

The stronger the excitonic interaction, the stronger the off-diagonal elements, and the larger the

spectral radius.

However, this is not the only important observation we can make in figure 5.7. We can also

see a pattern between the materials namely, that the spectral radius drops drastically below the

value one for frequencies within the optical bandgap (ω   minpEλq. The reason for the pattern

can be traced back to the fact that: min |Ω � diagpHq| Ñ min |λ �diagpHq� |, with ω Ñ 0 and

Γ ! min |λ �diagpHq� | holds. In turn, this means that the spectral radius runs towards a constant

value:

Sr
��
H � diagpHq� � diagpHq�1

� ¤ Sr
�
H � diagpHq� � Sr �diagpHq�1

� � Sr

�
h̃
	

min |λ �diagpHq� | .
If we calculate the spectral radius for Si, ZnS and LiF we observe what we expected: An increase

in the interaction leads to an increase in the spectral radius. However, for Ge, it does not, as can

be seen in the table below. The reason for this may be a relic of the fact that we work with a

low-band calculations.

ω � 0 eV Ge Si ZnS LiF

Sr

�
h̃∆E�1

pω�iΓq

	
0.18 0.13 0.15 0.19

Before we delve deeper into the subject of excitons, we will briefly compare the Haydock-Lanczos

with the Neumann series. As we have seen, both algorithms are, in principle, suitable for correctly

predicting at least absorption spectra for materials with weak excitonic effects.

5.1.3 Haydock-Lanczos vs Neumann algorithm

As we saw in the last section, in the case of Si and presumably for many materials with weak

excitonic effects, the Neumann series will likely approach the exact result after only a few orders.

Furthermore, expanding the modified dielectric susceptibility in a perturbation series allows us to

take a deeper look at the excitonic effects and better understand how they are built up, especially

which information is essential.

However, it is not the Neumann series, which is generally used in the community, but the Haydock-

Lanczos algorithm. In the following, we will take a closer look at the numerics and see which

algorithm has a practical application in which case. For this reason, we first want to ask ourselves:

What is the numerical scaling of the two algorithms? Instead of restricting ourselves as before to

the macroscopic dielectric function, we want to estimate the numerical complexity for the modified

dielectric susceptibility χ̄G,G1pq, ωq, respectively the dielectric susceptibility χG,G1pq, ωq, which is

linked to the modified dielectric susceptibility by χ̄�1 � χ�1 � v0
c (Ch. 4.1).
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For the estimation of the numerical complexity, we will only focus on the highest power in the

numerical scaling, meaning OpNn � Nn�1q Ñ OpNnq, in order not to make things unnecessarily

complicated. Furthermore, we assume that we are only interested in single values of the spectrum,

for example the case ω � 0 eV, which is more often needed, e.g. for the calculation of the static

dielectric function for self-consistent BSE, i.e. beyond the RPA approximation (Ch. 3.4.3) or for

GW calculations in the plasmon pole model (Ch. 4.5.4). Additionally, we assume that we need for

all elements of the susceptibility as well as for all values of q the same amount of iterations once

for the Haydock-Lanczos mHay and for the Neumann algorithm mPT .

Numerical scaling:

Diagonal elements (G � G1) and off-diagonal elements (G � G1) of χ̄G,G1pq, ωq:

1. Haydock: O
�
mHay �N2

�
, with mHay iterations.

2. Neumann: O
�
mPT �N2

�
, with mPT iterations.

We see that, in principle, both algorithms behave similarly. However, this is only partially correct

because if we were interested in many frequencies, then the Haydock-Lanczos would tend to offer

an advantage. The reason lies in the representation of the Haydock-Lanczos as a continued fraction

(Eq. (5.13)) and the corresponding expansion in the Lanczos basis (Eq. (5.9)). In principle, this

representation means that only the scalar values an and bn have to be calculated and stored, and

the series then only has to be calculated for each Ω. Since the scalar values generate the numerical

scaling, it can generally be assumed that the Haydock-Lanczos algorithm will be more efficient

than the Neumann series, which requires a series expansion for each Ω.

However, we do not want to use the Neumann series to calculate the entire spectrum, but only

individual values and to better understand the structure of the excitonic effects. Furthermore,

scaling is only one part of the numerical efficiency. Both algorithms would, for example, also make

it possible to switch to a more efficient basis and thus may reduce the numerical costs or carry

out parallelization, which is much easier to achieve for the Neumann series than for the Haydock-

Lanczos algorithm. Therefore, a direct comparison of the two algorithms in CPU or GPU time is

not part of this work, as it is not about rewriting the algorithms into a high-performance version.

However, we want to finally look at the number of iterations necessary to achieve convergence of

the Haydock-Lanczos and the Neumann algorithm for the real part of the macroscopic dielectric

function for the three selected frequency points ω � 0 eV, ω � 5.0 eV and ω � 10 eV for Si on

a 5k-grid and a Lorentzian broadening of 3.67 � 10�3 Ha. For this purpose, we define ∆εmac :�
Re
�
εmac,diagonalization � εmac,algorithm

�
and the full macroscopic dielectric function, including the

antiresonant term:

εpωq � 1� lim
qÑ0

vcpqqρ̃:pqq
�
∆E�1

Ω

�
1� h̃∆E�1

Ω

	�1

�∆E�1

�Ω

�
1� h̃∆E�1

�Ω

	�1
�
ρ̃pqq, (5.20)

where the first term represents the resonant part and the second the antiresonant.

To calculate the values, we define a result as converged when an accuracy of ∆εmac � 10�4 or

less has been achieved, and the subsequent orders will lead to an even more accurate result. The

necessary iteration steps can be found in the table.
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ω [eV] Neumann: mPT iterations Haydock-Lanczos: mHay iterations

0.0 5 4

5.0 1 250

10.0 1 255

As the table shows us, both algorithms require almost the same number of iterations for ω � 0

eV. However, the Neumann series only requires one iteration for higher frequencies, whereas the

Haydock-Lanczos requires around 250 iterations. This illustrates that the Neumann algorithm

for Si requires either almost the same number of iteration steps or significantly fewer than the

Haydock-Lanczos.

If we summarize the result, we can assume that the Neumann algorithm is advantageous for

calculating absorption spectra for materials with relatively weak excitonic effects. Furthermore,

the algorithm allows us to conduct a mathematical analysis of the excitonic effects concerning the

absorption spectrum. As we will see later (Ch. 5.5, Ch. 5.6.2), this possibility will be invaluable if

we are interested not only in the absorption spectrum but also in the eigenvalues and eigenvectors

of the excitons.

We also showed that if only individual information, for example, the dielectric function or sus-

ceptibility for individual frequencies, is necessary, the Neumann series requires significantly fewer

iteration steps than the Haydock-Lanczos algorithm and, therefore, lower numerical scaling until

the result can be viewed as converged. The Neumann series is, therefore, not only valuable for

analytical purposes but also for practical applications.

From now on, our goal is not to transform this algorithm into a high-performance one but to gain

an even deeper insight into the excitonic effects. For this reason, we will deal in detail with the

eigenvalues and eigenvectors, both analytically and numerically.

5.2 Exact eigenvector and eigenvalue approach

The current section is the heart of this work and deals with a derivation of an equation for the

eigenvectors and eigenvalues beyond the eigenvalue equation. The advantage of such an approach

will be that new ways of calculating eigenvalues and eigenvectors become possible. Furthermore,

analytic expressions are always a warm welcome for analyses, as we want and will do for the

excitonic effects (Ch. 5.3).

Within this section, we will derive three exact eigenvector structures, each with its peculiarity.

Based on the equations for the eigenvectors, we will present a specific equation for the eigenvalues.

It should be noted that we are not aware that such a path has already been taken in the field of

ab inito BSE-calculations at the time of this work. However, attempts have already been made in

many-body physics to derive an approximate version of the eigenvector via perturbation theory [22].

Later in this work (Ch. 5.5) , we will show that such an approximation should be treated with

caution and is only valid under certain circumstances.

To begin our journey, we want to ask ourselves the question: Is it possible to derive an equation

for the eigenvectors beyond the eigenvalue equation?
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5.2.1 The exact eigenvector approach

Generally, deriving a new exact equation beyond the eigenvalue equation is not trivial. In order

to do so, we use a trick. We use applied mathematics, i.e. numerics, to see how the eigenvalue

equation is generally solved. As a next step, we do not write down an algorithm in its steps but

formulate it as a single mathematical equation. To follow this path, we start by defining a general

eigenvalue equation as:

¸
µ1

Hµµ1A
µ1

λ � EλA
µ
λ, Hµµ1 :� E0

µµ1δµµ1 � hµµ1 , (5.21)

where in the special case of the resonant part of the two-particle Hamiltonian (Eq. (4.12)), hµµ1 �
ΞAGWµµ1 holds. However, since we want to keep the discussion general, we will only write hµµ1 in

the following, even if we evaluate the results for the resonant part of the two-particle Hamiltonian.

Furthermore, we will use the following notation: For the component µ P t1, Nu of a vector Aλ

associated with the λ eigenvalue Eλ (λ P t1, Nu) we use the notation Aµλ. For the µ, µ1 component

of a general complex valued matrix H P CN�N we use the notation Hµµ1 .

The key to deriving equations beyond the eigenvalue equation will now be to start with a suitable

algorithm which is straightforward in its structure.

The Gaussian algorithm is a standard algorithm that is easy to understand and can be used to

solve a system of linear equations, i.e. an eigenvalue equation. For these reasons, the Gaussian

algorithm could be an ideal starting point.

To familiarize us with the algorithm, we will start with a brief introduction of the algorithm by

explaining the most critical steps and conditions for the Gaussian algorithm:

1. Since detpH � Eλ1q � 0 holds, the rank of the matrix is reducible by one, which allows a

zero row to be generated,

2. The Gaussian algorithm aims to transform the matrix into a triangular form so that the

eigenvector entries can be read off directly by inserting from bottom to top.

A more detailed description and illustration of the algorithm can be found in Appendix E. Point

(1) and (2) are sufficient for our purposes.

We will now use condition (1) and (2) in order to rewrite our system of equations for the eigenvalue

equation (Eq. (5.21)):

¸
µ1

�
H � Eλ1

�
µµ1

Aµ
1

λ Ñ

�
�������

E0
11 � h11 � Eλ h12 � � � h1N

h21 E0
22 � h22 � Eλ � � � h2N

...
...

. . .
...

hN1 hN2 � � � E0
NN � hNN � Eλ

�
������


�
�������

A1
λ

A2
λ

...

ANλ

�
������

� 0,

into a single equation. In order to solve the system of equations, we choose, according to condition

(1), without loss of generality, the entry µ � λ as our zero line. This, in turn, means we can choose

the associated element of the eigenvector as:

Aλλ � Aµµ � 1.
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In the case of the other vector components (µ � λ), however, we proceed somewhat differently than

in the Gaussian algorithm. Instead of putting the matrix into a triangular form, we resolve each

additional row according to their respective diagonal element pµ � µ1q; therefore, the following

applies for the remaining eigenvector entries:

Aµλ � �
°
µ1�µ hµµ1A

µ1

λ

E0
µ � hµµ � Eλ

�
°
µ1�µ hµµ1A

µ1

λ

Eλ � pE0
µ � hµµq �

°
µ1p1� δµµ1qhµµ1Aµ

1

λ

Eλ � pE0
µ � hµµq .

If we put the two equations together and take into account the normalization of the eigenvectors

Nλ �
a|Aλ|2, then we get the equation for the normalized eigenvectors as:

Āµλ �
Aµλ
Nλ

� δµλ
Nλ

� p1� δµλq
Nλ

°
µ1p1� δµµ1qhµµ1Aµ

1

λ

Eλ � pE0
µ � hµµq . (5.22)

It is crucial to mention that equation (5.22) is universally valid for all linear systems of equations

for which the Gaussian algorithm is also applicable.

To get a better feeling for the obtained equation and to test it empirically, we will consider a simple

example of a 2x2 non-hermitian matrix:

H �
�
�1 9

2 4

�

�

�
�0.5 0

0 2

�

�

�
�0.5 9

2 2

�

� H0 � h �

�
�E0

1 0

0 E0
2

�

�

�
�h11 h12

h21 h22

�



with eigenvalues E1 � �2 and E2 � 7. To determine the eigenfunction according to the Gaussian

algorithm, we need to solve the linear system of equations:

pIq p1� EλqA1
λ � 9A2

λ � 0

pIIq 2A1
λ � p4� EλqA2

λ � 0

To do so for the eigenvalue E1 � �2, we set the first line pIq to a zero line A1
1 � 1 and for the

second line pIIq we obtaine A2
1 � 2

pE1�4q � h21A
1
1

E1�pE0
2�h22q . In total the eigenvector to the eigenvalue

E1 � �2 is then given as AT1 � p1, h21

E1�pE0
2�h22q q. This result aligns with what we would obtain

using equation (5.22) without normalization for the calculation of the eigenvectors.

However, since our equation for the eigenvectors (Eq. (5.22)) comes with the disadvantage that

the elements of the eigenvectors must already be known to calculate further elements, we cannot

work with the equation in the current form. For this reason, we have to reformulate the obtained

eigenvector equation into a usable one.

S-Vector approach

The primary disadvantage of the obtained equation (Eq. (5.22)) is that in order to get one element

of the eigenvector, we must already know all the others, so our goal must be to get rid of this

dependency. For this reason, we will reformulate the equation. To do so, we start by defining the

vector element Sµλ as:

Sµλ :�
¸
µ1

p1� δµµ1qhµµ1Aµ
1

λ ,

and the denominator as:

�
∆Ẽµµ1pEλqδµµ1

	�1

:� p1� δµλq
Eλ � pE0

µ � hµµq .
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With those two definitions the equation for the eigenvector (Eq. (5.22)) without normalization

becomes

Aµλ � δµλ �
�

∆ẼµµpEλq
	�1

Sµλ . (5.23)

Since our target equation is the eigenvector, we want to transform equation (5.23) into a matrix-

vector equation. In oder to obtain a vector equation, we use the fact, that
�

∆Ẽµµ1pEλqδµµ1
	�1

is

a diagonal matrix and δµλ can be defined as 1λ, e.g. a vector that is zero everywhere except in the

row where µ � λ applies, therefore we can write the component equation of the eigenvector into a

vector-matrix equation:

Aλ � 1λ �∆Ẽ
�1

λ
Sλ. (5.24)

Because the S-vector still depends on the individual components of the eigenvector, we want

to determine Sλ independent of them. Therefore, our aim must be to obtain a determination

equation for Sλ, e.g. a Dyson-like structure. For this reason, we multiply equation (5.23) by°
µp1� δµ2µqhµ2µ, obtaining:

Sµ
2

λ �
¸
µ

h̃µ2µA
µ
λ � h̃µ

2

λ �
¸
µ

h̃µ2µ

�
∆ẼµµpEλq

	�1

Sµλ , h̃µµ1 :� p1� δµµ1qhµµ1 . (5.25)

The chosen notation h̃µ
2

λ should not lead to confusion; this notation is identical to h̃µ
2

λ � h̃µ2λ and

should only indicate that this quantity becomes a vector in the further course. Equation (5.25)

can now be rewritten into a vector-matrix equation

Sλ � h̃λ � h̃∆Ẽ
�1

λ
Sλ,

which allows us, since it shows a Dyson-like character, to obtain Sλ:

Sλ �
�

1� h̃∆Ẽ
�1

λ

	�1

h̃λ � ∆Ẽ
λ

�
∆Ẽ

λ
� h̃

	�1

h̃λ. (5.26)

Finally, we put equation (5.26) into equation (5.24) and get

Aλ � 1λ �∆Ẽ
�1

λ

�
1� h̃∆Ẽ

�1

λ

	�1

h̃λ � 1λ �
�

∆Ẽ
λ
� h̃

	�1

h̃λ, (5.27)

or in component notation:

Aµλ � δµλ �
¸
µ1

�
∆Ẽ

λ
� h̃

	�1

µµ1
h̃µ1λ � δµλ � p1� δµλq

Eλ � E0
µ � hµµ

¸
µ1

�
1� h̃∆Ẽ

�1

λ

	�1

µµ1
p1� δµ1λqhµ1λ.

(5.28)

With equation (5.27), we have shown that it is possible to get an exact equation for the eigenvector,

which does not depend on other components of the eigenvector but on elements that we can take

from the Hamiltonian-matrix itself and the exact eigenvalue. Worth mentioning is that the reason

why the eigenvector equation depends on the eigenvalue is because we started from the Gaussian

algorithm, which requires the knowledge of the eigenvalues to obtain the eigenvectors.

Without going into more detail at this point, the structure of the eigenvector (Eq. (5.27), (5.28))

tells us that it will be an exciting object for analysis, because we can use it to analyze numerically, as
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well as analytically (Ch. 5.3.1), how different degrees of excitonic effects will affect the eigenvectors.

As well as developing new exact (Ch. 5.2.2, 5.6.2) and approximate approaches (Ch. 5.4, 5.6.1 )

for the calculation of eigenvalues and eigenvectors.

However, before we will turn to these chapters, we will take a look at which structures we can

rewrite the eigenvectors into and what special features these structures entail. The results will

be an important aid for later analyses and for a better understanding of the eigenvector structure

itself.

Beta-matrix approach

The beta-matrix approach is another formal, exact way to obtain an equation for the eigenvectors.

However, different than in the S-vector approach, in the beta-matrix approach, we only work with

scalar quantities in the derivation of an expression for the eigenvectors.

The starting point for the derivation is the same as for the S-vector equation (Eq. (5.23)), but

the turning point where the two paths differ is equation (5.25). In order to rewrite equation (5.25)

into a suitible form, we use the property Sµλ � pSµλ q�1 � 1, which is only well-defined as a scalar

property. The property allows us to find Sµ
2

λ in the scalar form as:

Sµ
2

λ �
¸
µ

h̃µ2µA
µ
λ � h̃µ

2

λ �
¸
µ

h̃µ2µ

�
∆ẼµµpEλq

	�1

Sµλ

�
Sµ

2

λ

	�1

Sµ
2

λ �: h̃µ
2

λ � βµ2µ2pEλqSµ
2

λ .

As before, the structure of the determination equation shows a Dyson-like arrangement, which

allows us to solve it for Sµ
2

λ , getting:

Sµ
2

λ � h̃µ
2

λ

1� βµ2µ2pEλq , βµ2µ2pEλq �
¸
µ

h̃µ2µ

�
∆ẼµµpEλq

	�1

Sµλ

�
Sµ

2

λ

	�1

. (5.29)

Thus, we have a scalar equation for Sµ
2

λ , which can be inserted into equation (5.23) in order to get

the scalar equation for the eigenvector components:

Aµλ � δµλ �
�

∆ẼµµpEλq
	�1 h̃µλ

1� βµµpEλq . (5.30)

Even if this equation is already usable, we want to transform it into a vector-matrix equation. For

this we define an effective diagonal-matrix equation for β
λ

as:

β
λ

:� Diag
�
S�1

λ
h̃∆Ẽ

�1

λ
Sλ

	
� diag

�
β1
λ, β

2
λ, . . . , β

N
λ

�
, (5.31)

where we defined S�1

λ
:� diag

�
1
S1
λ
, 1
S2
λ
, . . . , 1

SNλ

	
with Sµλ �

��
1� h̃∆Ẽ

�1

λ

	�1

h̃λ

�µ
.

The definition of the diagonal beta-matrix (Eq. (5.31)) allows us to rewrite the scalar equation for

the eigenvectors into an effective vector-matrix equation

Aλ � 1λ �∆Ẽ
�1

λ

1

1� β
λ

h̃λ. (5.32)

The fascinating point about this equation is that although the Hamiltonian associated with the

eigenvectors is not a diagonal matrix, the determination equation for the eigenvectors can be

rewritten so that all elements within it represent either vectors or diagonal matrices. This in turn

means that if the individual components of the eigenvector were known, a single eigenvector could
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be calculated with a numerical scaling of � OpNq. Furthermore, this equation could prove to be

particularly useful for numerical applications because, as we will see (Ch. 5.5), the most critical

part of the whole equation is the matrix inversion
�

1� h̃∆Ẽ
�1

λ

	�1

. However, this part appears

twice in βλ in Sλ and S�1

λ
, which could result in a partial cancellation of incomplete information

and thus actually turn weak approximations into useful approximations, as is often the case in

many-body physics, for example in the choice of W �WRPA (Ch. 3.4.3), in the case of the nano-

quantum kernel in time-dependent density functional theory [21] or in the case of the connector

approach [117,118].

After briefly discussing the advantages of the eigenvector in the beta-matrix representation , we will

move on to the final structure of the eigenvector, which will be presented in this work. For the last

structure, we want to proceed a little differently than before and ask ourselves the question:Can

we postulate a structure of the eigenvector and derive the missing elements from the eigenvalue

equation?

G-matrix approach

The last approach stands out from the other two because we do not obtain something by refor-

mulating it but by postulating a structure. The idea is as follows: We have seen that the exact

eigenvector comprises two components—firstly, a delta function and, secondly, a matrix-vector

multiplication. Since we only have one equation, namely the eigenvalue equation (Eq. (5.21)),

we can only leave one quantity unknown in our postulated structure, which we then determine

from the eigenvalues equation. As the complicated structure is the matrix-inversion, we leave it

open and assume a general approach for the eigenvector based on the other two previous ones (Eq.

(5.27), (5.32))

Aλ � 1λ �G
λ
h̃λ. (5.33)

Based on the postulated structure the target is now to determine G
λ
. For this reason, we use the

eigenvalue equation in order to get G
λ
, which means we operate with the matrix pEλ1�Hq onto

the postulated eigenvector (Eq. (5.33)), obtaining:

pEλ1�HqAλ � pEλ1λ �Hλq � pEλ1�HqG
λ
h̃λ � 0 (5.34)

Here Hλ is the vector which still contains the element µ � λ in opposite to h̃λ. Since we are

looking for the expression for G
λ

or G
λ
h̃λ, the next step is to move the first term from equation

(5.34) to the right-hand side and then perform a matrix inversion, which leads us to the expression

G
λ
h̃λ �

�
Eλ1�H

��1 pHλ � Eλ1λq �
�
Eλ1�H

��1
H̃λ, (5.35)

with H̃λ :� pHλ � Eλ1λq. Before we insert equation (5.35) into the equation for the eigenvector

(Eq. (5.33)), we want to be aware of one characteristic that the obtained equation (5.35) has,

which becomes obvious when we represent the matrix inversion in spectral representation:

pEλ1�Hq�1 �
¸
λ1

Āλ1 Ā
:
λ1

Eλ � Eλ1
. (5.36)

We observe that the obtained equation has a divergence, namely Eλ � Eλ1 , which, of course,

presents us with a numerical problem. In order to avoid such a problem, we introduce a broadening
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parameter into the equation:

lim
γÑ0

ppEλ � iγq1�Hq�1 � lim
γÑ0

¸
λ1

Āλ1 Ā
:
λ1

pEλ � iγq � Eλ1
, (5.37)

as it is done in the case of the correlation function (Ch. 3.3.1). Since this is a non-trivial procedure,

it is worth briefly explaining in more detail why such a procedure is necessary. To do so, we first

insert equation (5.37) into equation (5.35), obtaining:

G
λ
h̃λ � lim

γÑ0
ppEλ � iγq1�Hq�1H̃λ (5.38)

Next, we want to assume the case in which it is immediately apparent that we will have a numerical

problem, namely the case in which our Hamiltonian is a diagonal matrix with the entries Hµµ.

In this case, the eigenvalues are trivially given by Eλ � Hλλ. If we now write equation (5.38) in

components for the diagonal Hamiltonian case, we obtain

lim
γÑ0

1

pHλλ � iγq �Hµµ
pHµλ �Hλλq.

As long as µ � λ holds, there is no problem and the limit γ Ñ 0 can be applied. If the case µ � λ

occures, we get a numerical problem, because the matrix inversion would diverge 1
Hλλ�Hλλ while

the vector-component Hλλ �Hλλ disappears. Whereas, if we insert the γ parameter, we can first

set µ � λ and then γ Ñ 0, which means that the element µ � λ disappears

lim
γÑ0

1

pHλλ � iγq �Hλλ
pHλλ �Hλλq Ñ 0,

which is exactly what we observe in the other cases of eigenvectors (Eq. (5.27), (5.32)). This

illustrative example should make it clear to us why we need the factor γ for numerical applications.

If we finally insert equation (5.38) into the postulated starting equation of the eigenvector (Eq.

(5.33)), we obtain our third and final equation for the eigenvector:

Aλ � 1λ � lim
γÑ0

�pEλ � iγq1�H
��1

H̃λ � 1λ � lim
γÑ0

∆E�1

λ
pγq

�
1� h̃∆E�1

λ
pγq
	�1

H̃λ, (5.39)

with the definition ∆E�1

λ
pγq :� �pEλ � iγq1� diag

�
H
���1

.

Having reached this point, at which we have three exact equations for the eigenvector, it is time

to compare them with each other on an analytically basis. For the analytical comparison, we will

write down the three equations one below the other:

S-vector:

Aλ � 1λ �∆Ẽ
�1

λ

�
1� h̃∆Ẽ

�1

λ

	�1

h̃λ,

beta-matrix:

Aλ � 1λ �∆Ẽ
�1

λ

1

1� β
λ

h̃λ,

with β
λ

:� Diag
�
S�1

λ
h̃∆Ẽ

�1

λ
Sλ

	
and Sµλ �

��
1� h̃∆Ẽ

�1

λ

	�1

h̃λ

�µ
.

G-matrix:

Aλ � 1λ � lim
γÑ0

∆E�1

λ
pγq

�
1� h̃∆E�1

λ
pγq
	�1

H̃λ.

The first observation we want to note is that the intrinsic structure of all three equations is almost

identical. All equations have an independent part 1λ, which is only one for the element µ � λ
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and zero for the rest. Furthermore, all eigenvectors have a matrix in their second part (∆Ẽ
�1

λ
,

∆E�1

λ
pγq) which represents an inverse energy difference between the exact eigenvalue Eλ and the

diagonal elements of the Hamiltonian Hµµ. Since, as we discussed in the case of the G-matrix

approach, this component can in principle exhibit divergent behavior and will give therefore a

decisive contribution to the structure of the eigenvector, as we will see in section 5.3 and already

see in figure 5.8. The crucial difference between the structures is that in the case of the S-vector

and the G-matrix approach, the inversion
�

1� h̃∆Ẽ
�1

λ

	�1

resp.
�

1� h̃∆E�1

λ
pγq
	�1

is executed

directly in the structure of the eigenvector and therefore leads to a multiplication between a non-

diagonal matrix and a vector h̃λ resp. H̃λ, but in the case of the beta-matrix approach it is a

diagonal matrix, which carries the information of the inversion in itself, but is by definition a

diagonal matrix. For this reason, we have the same multiplication between a matrix and a vector

as in the other two cases, but the matrix is diagonal. This is an impressive result, because the

diagonal matrix must contain all the information contained in the non-diagonal matrix and pass

it on to the vector h̃λ so that the
�

1� h̃∆Ẽ
�1

λ

	�1

h̃λ � 1
1�β

λ

h̃λ applies, which is very exciting

from a mathematical point of view. Another important difference is that, the G-matrix approach

contains a parameter γ, which must approach zero in the exact limit, but as we will see later (Ch.

5.6.1) will play an important role for approximations.

Now that we have dealt with the similarities and differences, we want to make sure that all three

approaches actually give the same result for the eigenvectors before we move on to the eigenvalues.

Figure 5.8: Exact normalized eigenvector Āλ, belonging to the eigenvalue Eλ, in the S-vector

(Eq. (5.27)) (red), beta-matrix (Eq. (5.32)) (green) and G-matrix approach (Eq. (5.39), γ �
10�6 Ha) (orange) compared to the exact diagonalization eigenvector (black). Plotting the norm

of the normalized eigenvector-components, |Āµλ|2, against the diagonal elements E0
µ � hµµ of the

Hamiltonian H2p,reso (Eq. (4.13)) for a) silicon and b) lithium fluoride. All three approaches

reproduce the exact result. The eigenvectors are formed around the divergent part of pEλ�pE0
µ�

hµµqq�1 (blue). Numerical values given in the Appendix A calculations were performed on an 3k

grid (108 k-points) using a Kohn-Sham band structure, with 6 transition bands for the optical

calculation.
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As expected we observe, that all approaches yield the same result as the exact diagonalized one

(Fig. 14, black) on the visible scale. Additionally, we see that the prominent peak of the eigenvector

is around E0
µ�hµµ � Eλ, and most eigenvector entries are located close to zero. In order to better

understand this behavior, we need a detailed analysis of the Hamiltonian and the eigenvector

structure, which we will postpone to section 5.3.

Summarizing this section, we have shown three approaches for the eigenvector. Each of them

comes with its special features. One comes directly from a diagonal matrix, and one includes

broadening. However, all possess the same problem: They depend on the exact eigenvalue. So,

we have to know the eigenvalue to determine the eigenvector. At the moment, it seems like the

chicken-and-egg problem, but that is only apparently the case. For this reason, we will turn our

attention to developing a method that allows us to obtain the eigenvalues from the structure of

the eigenvectors.

5.2.2 The exact eigenvalue approach

The succeeding section will deal with developing an equation for the eigenvalues beyond the eigen-

value equation. The target on a long term will be to get the eigenvalues numerically cheaply, both

for their own sake and for calculating the eigenvectors. Furthermore, developing an equation for

the eigenvalues will allow us to understand better the differences between the individual exciton

types (continuum and bound, Ch. 4.6). Since we have exact equations for the eigenvectors, which

allow us to set up an exact equation for the eigenvalues, we can be in good spirits to make exciting

discoveries.

For the task of formulating an equation for the eigenvalues, we will simplify the notation a little

and write the eigenvector equation (Eq. (5.27), (5.32), (5.39)) in braket notation

|Āλy � |1λy � |Lλy
Nλ

, Nλ �
a
xAλ|Aλy.

Since our goal is to calculate eigenvalues, we use the eigenvalue equation:

Eλ � xĀλ|Ĥ|Āλy � 1

N2
λ

xAλ|Ĥ|Aλy ,

in order to obtain

N2
λEλ � x1λ|Ĥ|1λy � xLλ|Ĥ|Lλy � 2<pxLλ|Ĥ|1λyq,

after substituting the expression for the eigenvectors into the eigenvalue equation. Using x1λ|Ĥ|1λy �
E0
λ � hλλ, together with

N2
λ � xAλ|Aλy � x1λ|1λy � 2<pxLλ|1λyq � xLλ|Lλy ,

we get the equation for the eigenvalues depending on the components of the eigenvector

Eλ � 1

x1λ|1λy � 2<pxLλ|1λyq � xLλ|Lλy
�
E0
λ � hλλ � xLλ|Ĥ|Lλy � 2<pxLλ|Ĥ|1λyq

�
.

To convert this equation into a structure as simple as possible, we define:

aλ :� 2<pxLλ|1λyq, bλ :� xLλ|Ĥ|Lλy , b̄λ :� 2<pxLλ|Ĥ|1λyq, cλ :� xLλ|Lλy ,
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dλ :� bλ{cλ
E0
λ � hλλ

, d̄λ :� b̄λ{aλ
E0
λ � hλλ

,

in order to get the final expression for the eigenvalues

Eλ � 1� d̄λaλ � dλcλ
1� aλ � cλ

�
E0
λ � hλλ

� �: eλ
�
E0
λ � hλλ

�
. (5.40)

The obtained equation for the eigenvalues displays the eigenvalues in terms of two factors, namely

the diagonal elements of the Hamiltonian E0
λ � hλλ and a prefactor eλ which changes for every

eigenvalue and will be called in the following the matrix structure factor, as it transfers the infor-

mation beyond the diagonal elements from the hamiltonian into the eigenvalues. Even if equation

(5.40) may look very simple at first, we will see that it will be invaluable for analytical purposes,

as it will give us an insight into how the eigenvalues are obtained and thus help us to derive and

understand important approximations (Ch. 5.3.1, 5.4).

Before we take a look at the matrix structure factor in practice, i.e. what values it assumes in

materials such as Si and LiF, we will take a look at a few properties of the matrix structure

factor related to our hermitian matrix given by the resonant part of the two-particle Hamiltonian.

Since the Hamiltonian is a hermitian matrix, the eigenvalues are real valued Eλ P R and positive

@λEλ ¡ 0. Furthermore, since in the thermodynamic limit (Nk Ñ 8) the following applies:

limNkÑ8
�
E0
λ � hλλ

� � limNkÑ8
�
E0
λ � 1

Nk
h̄λλ

�
Ñ E0

λ, it holds that |E0
λ| " |hλλ|. Together with

the fact that for the independent-particle transition energies E0
λ P R¡0 holds, it follows that the

matrix structure factor is also real valued and positive eλ P R¡0.

Now that we have found a lower bound for the matrix structure factor, the question arises whether

there is also an upper bound. Mathematically, it may not be easy to derive the upper bound

in general for our two-particle Hamiltonian, but we can derive it argumentatively with physical

intuition. When we speak of excitons, we generally mean bound electron-hole pairs, which are

created by an attractive interaction between electrons and holes. Thus it follows from intuition

that the energies Eλ of the excitons can be at most less than or equal to the energies of the unbound

electron-hole system E0
λ. In order to understand what this means for the matrix structure factor

we now assume that we are in the thermodynamic limit, so that |E0
λ| " |hλλ| holds and thus

Eλ � eλE
0
λ. If we now take into account that Eλ ¤ E0

λ, the matrix structure factor can have a

maximum value of one (eλ ¤ 1). It should be pointed out once again that this conclusion is based

on physical intuition and is therefore not a mathematical proof. Nevertheless, this conclusion gives

us a direction of what to expect for the matrix structure factor, namly that the value will vary

between zero and one.

Before we go over to the value that the matrix structure factor will assume in Si and LiF, we will

briefly clarify the following two points:

1. Non-interacting system: If the Hamiltonian H is a diagonal matrix, then eλ = 1 immediately

follows.

2. Interacting system: If the Hamiltonian H is less diagonal, then eλ � 1 is possible, but not

mandatory.

Point 1. is trivial, because without interaction the eigenvalues immediately change to those of the

independent-particle transition energies and thus eλ � 1 must apply.
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Point 2. is less trivial, because of course we expect that if more information is available in the

Hamiltonian, it will also pass into the eigenvalues in some form and thus eλ � 1 will apply,

but this depends strongly on the structure of the Hamiltonian and thus on its eigenvectors. It

is quite possible that only certain regions of the Hamiltonian contribute significantly to certain

eigenvalues, so that a value very different from one is necessary for the matrix structure factor, but

other eigenvalues hardly differ from their diagonal elements, since the information that contributes

to these eigenvalues comes rather little from the off-diagonal elements. Thus, even for Hamiltonians

with non-negligible off-diagonal elements, regions can occur in which the matrix structure factor is

close to one. Again, however, this is a more argumentative explanation of why we might get what

we get. For a deeper analysis, we refer to the following sections 5.3.1 and 5.4.

Figure 5.9: Thermodynamic convergence of the matrix structure factor eλ (Eq. (5.40)) for the

Hamiltonian H2p,reso (Eq. (4.13)) of a) silicon and b) lithium fluoride. Results shown eλ plot-

ted against the eigenvalue Eλ for increasingly dense k-grids of 3k (red), 4k (blue), 5k (green) and

6k (orange). It is observable that for silicon (a)) the matrix structure factor is nearly one every-

where, whereas for (b)) lithium fluoride it is one in the continuum but different from one for the

first three eigenvalues inside the optical bandgap. Numerical values are given in Appendix A;

calculations were performed with 6 transition bands for the optical calculation; using a Kohn-

Sham band structure.

Looking at figure 5.9, for Si (Fig. 5.9 a) ), we observe three properties: firstly, with increasing

energy (Eλ), eλ converges faster towards 1. Secondly, the denser the k-grid, the faster the values

converge towards 1 (thermodynamic limit), and thirdly, all values seem to be converging towards 1.

If we look at LiF (Fig. 5.9 b) ), we see that all three points apply to the continuum (Si: Eλ ¥ 3.27

eV, LiF: Eλ ¥ 14.92 eV), but they do not to the eigenvalues responsible for the strong bound

excitons. This can be seen particularly for the first three eigenvalues at around 12.7 eV.

However, regardless of the strongly bound excitons, it is astonishing that it appears that for all

other excitonic energies, both in Si and in LiF, eλ Ñ 1 holds. This is not something one would

trivially expect, especially not for LiF, a material with, as we have seen, very strong excitonic

effects. One would perhaps expect such behavior for materials with very weak excitonic effects
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(Eλ � E0
λ), but certainly not for one with strong excitonic effects.

For the moment, we want to consider the observed difference between Si and LiF and especially

between the continuum and the strong bound excitons as an observation. We will postpone the

discussion about the behavior of the matrix structure factor eλ to the next section because we still

need some information for a fully comprehensive discussion.

However, the special nature of this discovery should be emphasized once again. If this behavior

turns out not to be a coincidence, but an explainable mathematical or physical pattern, then this

would mean, conversely, that except for the eigenenergies of strongly bound excitons, all eigenen-

ergies are known and given by the equation Eλ � E0
λ�hλλ, without any additional computational

effort other than setting up the Hamiltonian.

Inspired by this discovery, we now want to examine whether the observed behavior is coincidence

or whether there is a certain pattern behind it. To find out, the equations for eigenvectors and

eigenvalues developed in this section will be invaluable, as they will prevent us from having to

analyze the Hamiltonian itself and allow us to focus more on the physics.

5.3 Eigenvector structure analysis: From weak to strong

excitonic effects

Our focus in the following will be to enhance the comprehension of how the strength of excitonic

effects and the formation of the eigenvectors interact. Understanding this interplay is of funda-

mental importance for developing approximations for both the eigenenergies and the eigenvectors,

as it will help us recognize and understand patterns and relationships as we have seen them in the

last section. Even if we can learn a lot from analyzing materials such as Si and LiF, it is not easy

to understand why this or that effect forms the way it does, as much information contributes. For

this reason, we will concentrate on developing an understanding based on two models, which allow

us to scale the excitonic effects via a single parameter. Furthermore. one of the models, which we

will call the 2�2 model, will allow us to analyze the interplay between the strength of the excitonic

effects and the formation of the eigenvectors in an analytical way. In the further course we will

subsequently apply the acquired knowledge to interpret observations in real materials, specifically

examining the tendency of the matrix structure factor in the continuum to converge towards the

value one.

Before we move on to the models, we will briefly recall the structure of the eigenvectors. For

the following analyses, it will be advantageous to use the S-vector derivation (Eq. (5.27)), as

the eigenvector structure is derived directly from the Gaussian algorithm and will thus facilitate

analytical analyses, in a much more insightful way than the beta- or G-matrix approach could do.

In component representation, the eigenvector in the S-vector approach can be represented as:

Aµλ � δµλ � p1� δµλq
Eλ � pE0

µ � hµµq
¸
µ1

�
1� h̃∆Ẽ

�1

λ

	�1

µµ1
h̃µ1λ. (5.41)
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5.3.1 The c-models

Since the aim of this section is to gain a better understanding of the connection between excitonic

effects and the structure of the eigenvectors and eigenvalues, we want to concentrate in the following

on two models, one of which will be given by a general 2� 2 Hamiltonian and thus will give us an

analytical insight and one which is more realistic and will allow us to visualize what to expect in

real materials. Both models will be based on the following equation

H2p,reso � H0 � c � ΞAGW � H0 � c � h, (5.42)

in which the parameter c will allow us to scale the excitonic effects. In the case of the simple 2� 2

model, we will use the Hamiltonian (Eq. (5.42)) in the form

H2p,reso � H0 � c � h �
�
�E0

1 0

0 E0
2

�

� c �

�
�h11 h12

h21 h22

�

. (5.43)

For the more realistic model, which we want to use for visualization purposes and to prove the

statements from the analytical model, we want to use the resonant part of the two-particle Hamil-

tonian for Si and scale the interaction part with a constant c. Thus, with this more realistic model,

we can simulate weaker excitonic effects than for Si (c   1) and stronger ones than for Si (c ¡ 1).

However, before we move on to the visualization, we want to build up an analytical knowledge of

what to expect and why, so we start with the 2� 2 model. In order not to complicate the analysis

unnecessarily, we will limit ourselves to the eigenvector corresponding to the eigenenergy Eλ�1,

which is given by the equation

Aλ�1 �
�
�1

0

�

� c � h21

Eλ�1 � pE0
2 � c � h22q

�
�0

1

�

. (5.44)

With equation (5.44), we can perform various analyses for different excitonic strengths c. For the

analysis, we will turn on the strength of the excitonic effects c step by step, from negligible (c � 0)

to weak (c � 0), over to strong excitonic effects (c " 0).

The first case is the simplest, namely, where we neglect the excitonic effects, c � 0. In this scenario,

as one would expect, the eigenvector is given by:

Aλ�1 �
�
�1

0

�

. (5.45)

Therefore, if we plot the eigenvector components, it is clear that we observe one pronounced peak.

If we go one step further and assume that the excitonic effects are weak but do not disappear,

c � 0, then we can set up a Taylor series for the c-dependent part of the eigenvector, which gives

us in the first-order, the following equation:

Aλ�1 �
�
�1

0

�

� Bc

�
� c � h21

Eλ�1 � pE0
2 � c � h22q

�
�0

1

�


�
�
c�0

� c �
�
�1

0

�

� c � h21

pEλ�1qc�0 � E0
2

�
�0

1

�

.

(5.46)

The obtained structure for the eigenvector is already interesting since the denominator pEλ�1qc�0�
E0

2 can diverge. In order to make the behavior more visible, we also consider for the eigenvalues
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that c � 0, then according to equation (5.44), the eigenvalues are given in leading order by the

independent-particle transition energies Eλ � E0
λ. Under this assumption, the eigenvector is given

by:

Aλ�1 �
�
�1

0

�

� c � h21

pEλ�1qc�0 � E0
2

�
�0

1

�

�

�
�1

0

�

� c � h21

E0
1 � E0

2

�
�0

1

�

. (5.47)

To clarify why the denominator can diverge, we assume that our simple 2� 2 model represents a

section of a realistic Hamiltonian for Si, for example. Furthermore, we assume that the two energies

E0
1 and E0

2 have the same band indexes but differ in the k-point E0
1 � E0

pv1,c1,k1q, E
0
2 � E0

pv1,c1,k2q.

In that case, we realize that if we proceed to the thermodynamic limit (Nk Ñ8), i.e. the k-points

are very close together, that for the independent-particle transition energies E0
2 � limνÑ0

�
E0

1 � ν
�

applies. However, this would mean according to our equation for the eigenvector (5.47), that we

will observe that depending on the size of h21, which scales with the number of k-points h21 � 1
Nk

the second part of our eigenvector will diverge, since E0
1 � E0

2 holds. So, if we normalize the vector

Aλ�1 �
1�

1�
�

c�h21

E0
1�E0

2

	2

1{2

�
�
�
�1

0

�

� c � h21

E0
1 � E0

2

�
�0

1

�


�
� ,

(5.48)

and assume that applies 1 !
�

c�h21

E0
1�E0

2

	2

� limνÑ0

�
c�h21

E0
1�E0

1�ν
	2

, than we obtain that the eigenvector

is approximated by a single entry

Aλ�1 �
E0

1 � E0
2

c � h21

�
�1

0

�

�

�
�0

1

�

�

�
�0

1

�

, (5.49)

which lies in the entry of the eigenvector that diverges the most and therefore not in the same

entry as in the non-interacting case c � 0 (Eq. (5.45)). The result shows us that we should expect

to observe eigenvectors with one pronounced peak in the non-interactive case and materials with

weak excitonic effects.

After we analyzed the weak excitonic interactions, we want to venture into the regime of strong

excitonic effects (c " 0), particularly the strongly bound excitons. In this case, the eigenvalue Eλ

will deviate strongly from the diagonal elements, as we saw in the last chapter (Fig. 5.9), so we can

simplify the eigenvector equation by replacing Eλ�1 � pE0
2 � c � h22q with a c dependent constant

|bpcq| " 0, which leads to the following form of the eigenvector:

Aλ�1 �
�
�1

0

�

� c � h21

bpcq

�
�0

1

�

. (5.50)

Since by definition in the case of strongly bound excitons (Eλ   minpE0
µq), both |b| " 0 and

|c| " 0 apply, there is no reason for us to assume that in this case, we have to observe a form of

divergence. Thus, depending on the magnitude of c and b, the vector takes a form different from

the pronounced peak structure, e.g. a broadened structure.

Summarizing the three results, we expect that from negligible excitonic effects to strong excitonic

effects, the eigenvector will change from a structure with a pronounced peak into a broadened

structure.

However, the provided analysis cannot explain why, in the last chapter (Fig. 5.9), we observed that

the matrix structure factor in the continuum converges to one in both Si and LiF. Because so far
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this should not be the case according to our analysis, since in turn it means that the eigenvalues are

given by the diagonal elements of the Hamiltonian Eλ � eλ
�
E0
λ � hλλ

�Ñ E0
λ � hλλ and thus the

corresponding eigenvectors should have a structure with one pronounced peak also for materials

with strong excitonic effects.

Due to this observation, we can claim that there must be a similarity between the continuum of

different materials, which explains why for the eigenenergies Eλ the strength of the excitonic effects

plays a minor role in the continuum than within the optical bandgap and thus causes the matrix

structure factor to approach one (eλ Ñ 1).

To understand the reason behind this behavior, we want to proceed as follows: The target is to

understand why eλ tends to be one in the continuum but not inside the optical bandgap. For this,

we want to rewrite the equation for the matrix structure factor (Eq. (5.40)) for the 2 � 2 model

into:

eλ�1 � Eλ�1

E0
1 � h11

. (5.51)

In order to make our life easier, we will assume that the excitonic interactions are identical for all

bands and k-points, and therefore, hµµ1 � c̃ applies with |c̃|   minpE0
µq. The assumption is drastic

and certainly not justified in real materials. However, if we neglect for a moment the electron-

hole exchange part in the interaction part and consider only the screened Coulomb part of the

interaction (Eq. (4.14)), then we can figure out under which circumstances such an assumption of

a constant interaction might be justified. In order not to complicate matters, we assume that only

one valence band and one conduction band are sufficient. In this case, the following results for the

interaction part:

hpvckqpvck1q � ΞAGWpvckqpvck1q � �
»
drdr1 Ψ�

c,kprqΨc,k1prqW pr, r1qΨv,kpr1qΨ�
v,k1pr1q. (5.52)

Since the equation is still not easy to analyze in this form, we want to take a tight-binding approach

for the Bloch functions, i.e. assume that the electrons are strongly localized:

Ψjkprq � 1?
N

¸
R

eikRφjpr �Rq,

where R is a lattice vector, φj is a normalized atomic orbital function belonging to a band index

j and centered on the atom at the point R and N is the number of atoms. It can be shown [119]

that the screened Coulomb part (Eq. (5.52)) can be approximated by assuming that the atomic

orbitals are strongly localized to

ΞAGWpvckqpvck1q � � 1

N2

¸
R1,R2

eipk�k1qpR1�R2qW pR1 �R2q. (5.53)

Thus, the k,k1 dependency disappears exactly when R1 � R2 applies and thus the screened

Coulomb interactionW is short-range. After this brief analysis, we see that our constant interaction

model may be passably suitable for materials that exhibit a strong short-range interaction.

However, in order now to be able to analyze equation (5.51) for eλ, we calculate the eigenvalues

Eλ � E0
1 � E0

2 � 2c̃�
a
pE0

1 � E0
2q2 � p2c̃q2

2
(5.54)

for the 2� 2 model with a constant interaction part. For the further course, we assume, as above,

that we are on a very dense k-grid and that the relevant information for the eigenvalue stems
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from regions in the Hamiltonian with the same band index but different k-points. Under this

assumption, the independent-particle transition energies are very close together, so that E0
1 � E0

2

holds and therefore, the equation for the eigenvalues (Eq. (5.54)) becomes:

Eλ � E0
1 � c̃� pc̃q. (5.55)

If we insert the obtained equation for the eigenvalues into equation (Eq. (5.51)) and assuming

h11 � c̃, we get:

eλ�1 � E0
1 � c̃� c̃

E0
1 � c̃

� E0
1 � c̃

E0
1 � c̃

� c̃

E0
1 � c̃

� 1� c̃

E0
1 � c̃

. (5.56)

At this point it is almost irrelevant which case (�) we are looking at, since both cases will hold the

same result if we go deep into the continuum: The matrix structure factor eλ converges towards

one, with increasing E0
1

eλ�1 � lim
E0

1Ñ8
1� c̃

E0
1 � c̃

Ñ 1. (5.57)

However, the smaller the energy E0
1 becomes, the more the interaction c̃ will contribute and the

more the matrix structure factor will deviate from one (eλ � 1). Now that we have understood

the behavior of the matrix structure factor, we want to understand how the eigenvectors behave

when we move from the optical bandgap (Eλ   minpM IP pEλqq) to the deep continuum (Eλ "
minpM IP pEλqq). To do this, we write our eigenvector in the 2� 2 c̃-model

Aλ�1 �
�
�1

0

�

� c̃

e1 rE0
1 � c̃s � rE0

2 � c̃s

�
�0

1

�

, (5.58)

and insert the equation for the matrix structure factor (Eq. (5.57)) for the general representation:

Aλ�1 �
�
�1

0

�

� c̃

rE0
1 � E0

2 s � c̃

�
�0

1

�

. (5.59)

Without having to think long, we immediately see that, depending on the strength of the excitonic

effects c̃ in the general case, the µ � 2 entry of the eigenvector either diverges when E0
1 � E0

2 and

c̃ � 0 applies or the eigenvector component goes against a constant (c̃ � 0). The obtained results

confirm the difference we can expect depending on the strength of the excitonic effects, either a

localized structure of the eigenvector (c̃ � 0) or a broadened structure c̃ � 0. Here and in the

following we mean by localized that most of the information is located around the divergence in

the eigenvector, while other information is suppressed by the divergence. However, if we take into

account from the beginning that we are in the deep continuum (E0
1 " minpE0

µq), i.e. eλ Ñ 1, then

we find an eigenvector structure which is more localized:

Aλ�1 �
�
�1

0

�

� c̃

rE0
1 � E0

2 s

�
�0

1

�

. (5.60)

Summarizing the observation we can claim the following behavior for the eigenvectors according

to our c̃-model:

1. The weaker the excitonic effects are, the more localized the eigenvector is up to a single

pronounced peak.
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2. The stronger the excitonic effects are, the broader the structure of the eigenvector will be

and the weaker the magnitude.

3. Depending on the strength of the excitonic effects, the eigenvector moves towards a localized

structure in the deep continuum.

It is important to note that, according to our c̃-models, the matrix structure factor (Eq. (5.57))

runs continuously towards 1.

Although this model is straightforward and indeed not the last word in wisdom, the results are

very revealing. However, in order to test the analytical results, we will turn to a more realistic

model in the following, in which we scale the interaction Hamiltonian of Si with a constant c to

mimic weak and strong excitonic effects.

Figure 5.10: Shape of the normalized eigenvectors Āλ (Eq. (5.27)), belonging to the eigenvalue

Eλ, for the silicon c-model a) at the optical band edge (Eλ � minpM IP pEλqq) and b) in the

continuum (Eλ ¥ minpM IP pEλqq). Plotting the norm of the normalized eigenvector-components,

|Āµλ|2, against the diagonal elements E0
µ � hµµ of the Hamiltonian H2p,reso (Eq. (4.13)). The

figures show that with increasing exciton strength c, the eigenvector changes from a pronounced

peak structure (green, black) systematically into a broader structure (light blue, orange). Fur-

thermore, we see a shift towards smaller energies with increasing c-value. Numerical values given

in Appendix A calculations were performed on a 3k grid (108 k-points) using a Kohn-Sham band

structure, with 6 transition bands for the optical calculation.

If we compare the results from figure 5.10 with our predicted results from the 2 � 2 model, we

can observe what we expected. The weaker the excitonic effects, the more the eigenvectors show

a localized structure (green, black, red)(Eq. (5.46)), within the optical bandgap (Fig. 5.10 a))

and in the continuum (Fig. 5.10 b)). However, as soon as the excitonic interaction increases, the

pronounced peak structure changes into a broader structure (light blue, orange) (Eq. (5.50)), but

as we can see, the eigenvectors in the continuum still suggest a stronger localization then in the

optical bandgap.

What is not clear at this stage, however, is how the structure of the eigenvectors changes with the
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transition from the optical bandgap to the continuum to the deep continuum. Since the models can

only give us an insight, but do not provide a complete picture, we want to make this observation

using the real materials Si and LiF, and additionaly check whether our previous assumptions are

valid for real materials.

5.3.2 Eigenvector structure of Silicon and Lithium fluoride

Before we use the acquired knowledge for approximations, we want to make sure that the behavior

of the eigenvectors we derive from our models is also the one we observe in real materials. Fur-

thermore, we want to find out how the eigenvectors change from the optical bandgap to the deep

continuum. For this reason, in this section, we will consider the eigenvectors for both bound and

continuum excitons for Si and LiF.

Figure 5.11: Shape of the normalized eigenvectors Āλ (Eq. (5.27)), belonging to the eigen-

value Eλ, for a) silicon and b) lithium fluoride. Plotting the norm of the normalized eigenvector-

components, |Āµλ|2, against the diagonal elements E0
µ � hµµ of the Hamiltonian H2p,reso (Eq.

(4.13)). Figure a) shows that for silicon (optical band edge Eλ � 3.24 eV), the eigenvectors show

a pronounced peak as well as a highly localized structure both in the continuum (red, green,

blue, orangen, magenta) and inside the optical bandgap (black), whereas for lithium fluoride (op-

tical band edge Eλ � 12.75 eV), figure b), the eigenvectors show a broadened structure within

the optical bandgap (black) to eigenvectors, which show a more localized structure the deeper

we go into the continuum (green, blue, orange, magenta). Numerical values given in Appendix A

calculations were performed on a 3k grid (108 k-points) using a Kohn-Sham band structure, with

6 transition bands for the optical calculation.

The results for the eigenvectors as shown in figure 5.11 are in agreement with our predictions:

The eigenvectors for Si (Fig. 5.11 a)), a material with relatively weak excitonic interactions, show

an apparent pronounced peak and highly localized structure. In the case of LiF (Fig. 5.11 b)),

a material with strong excitonic effects, we see that the eigenvectors are generally much broader

than for Si.

However, we also see clearly in the case of LiF and only weakly for Si is that the further we go into
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the continuum, the more localized the structure of the eigenvectors become. This observation is

consistent with what we were able to derive from our c̃-model for the matrix structure factor (Eq.

(5.57)).

Thus, we have now not only understood how the eigenvectors behave depending on the strength of

the excitonic effect, but have also gained the knowledge with which we can explain our observation

regarding the matrix structure factor in Si and LiF (Fig. 5.9). Depending on the strength of

the excitonic effects, the matrix structure factor converges systematically towards the value one

for eigenvectors lying deep in the continuum (Eq. (5.57)). This in turn leads to the fact that

the corresponding eigenvectors show a stronger localization than those within the optical bandgap

(Eq. (5.60)). Like the matrix structure factor, the localization increases systematically the deeper

the associated eigenenergy to the eigenvector lies in the continuum.

For the rest of the work we want to use the acquired knowledge to make accurate approximations

for the eigenvalues and eigenvectors. The first and most straigthforward approximation based on

our gained knowledge will be in the next section the so-called continuum approximation of the

eigenenergies, which we have already derived for the c̃-model, namely the case eλ Ñ 1. In the

following sections, however, we want to proceed a little differently than before.

5.4 The continuum eigenenergy approximation

In the last section, we dealt with the structure of the eigenvectors and, in particular, their connec-

tion to the strength of the excitonic effects. Within our 2� 2 model, we have shown (Eq. (5.56))

that if we are in the continuum of the eigenenergies, the matrix structure factor will tend to the

value one (eλ Ñ 1) and therefore the eigenenergies are given by Eλ � E0
λ � hλλ, which is what

we observed for Si and LiF (Fig. 5.9). Since our 2 � 2 model is straightforward, we want to go

beyond the model in this section. To do this, we first want to derive a formally exact equation for

the eigenenergies, with the help of which we can see how the different components contribute to

the eigenenergy and, thus, to the matrix structure factor. In the further course we want to test

the individual components depending on the strength of the excitonic effects using real materials.

In order to derive a formally exact equation for the eigenenergies, we start with the eigenvalue

equation in braket notation

Ĥ |Aλy � Eλ |Aλy .

The next step is to multiply the eigenvalue equation by the one vector or the λ eigenvector belonging

to the diagonal Hamiltonian H0 defined as |A0
λy � |1λy from the left and use that we can write the

eigenvectors according to the S-vector approach (Eq. (5.27)) as |Aλy � |1λy� |Lλy, where we have

formally defined |Lλy :� ∆ ˆ̃E�1
λ

�
1� ˆ̃

h∆ ˆ̃E�1
λ

	�1

|h̃λy. Under these conditions, we get the following

expression:

x1λ|Ĥ|1λy � x1λ|Ĥ|Lλy � Eλ px1λ|1λy � x1λ|Lλyq .

Since by construction of the eigenvectors x1λ|Lλy � 0 holds and further the expectation value

x1λ|Ĥ|1λy � E0
λ � hλλ is defined by the diagonal part of the Hamiltonian, we can further rewrite
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the equation into:

Eλ � E0
λ � hλλ � x1λ|Ĥ|Lλy . (5.61)

If we now finally write out x1λ|Ĥ|Lλy, using
°
µ1 Hλµ1∆Ẽ

�1
µ1µ1pEλq �

°
µ1 h̃λµ1∆Ẽ

�1
µ1µ1pEλq, which

follows from the fact that Ẽ�1
µ1µ1pEλq :� p1 � δµ1λq 1

Eλ�pE0
µ1
�hµ1µ1 q applies, we obtain the following

equation for the eigenenergies:

Eλ � E0
λ � hλλ �

¸
µµ1

p1� δµλq
h̃λµ

�
1� h̃∆Ẽ

�1

λ

	�1

µµ1
h̃µ1λ

Eλ � pE0
µ � hµµq . (5.62)

Equation (5.62) shows us that the eigenenergy is defined in lowest order by the diagonal part of

the Hamiltonian E0
λ � hλλ and all higher corrections of the energy depend on the eigenenergy

itself. Before we delve deeper into the equation, we first want to derive the equation for the matrix

structure factor. To do this, we insert equation (5.62) into the matrix structure factor dependent

equation for the eigenenergies (Eq. (5.40)) and obtain

eλ � 1� 1

E0
λ � hλλ

¸
µµ1

p1� δµλq
h̃λµ

�
1� h̃∆Ẽ

�1

λ

	�1

µµ1
h̃µ1λ

Eλ � pE0
µ � hµµq �: 1� b̄λ{2

E0
λ � hλλ

. (5.63)

In the last step of equation (5.63) we have chosen the same notation as for the matrix structure

factor b̄λ � 2 x1λ|Ĥ|Lλy.
As the reformulated equation of the matrix structure factor (Eq. (5.63)) shows us, the fundamental

structure is very similar to the one obtained from the 2�2 model (Eq. (5.56)). The matrix structure

factor is built up from an offset with the value one and is corrected by the denominator, which

depends on the independent-particle transition energy and the diagonal element of the electron-hole

interaction part of the Hamiltonian associated with the index λ. Further, the numerator contains

a λ dependent quantity. Thus, by substituting hλλ � b̄λ{2 � c̃ we immediately obtain the result

for the 2 � 2 model (Eq. (5.56)). However, as we see, the reality is much more complex than the

simple 2�2 model because the factor b̄λ contains a large part of the information that can be found

in the eigenvector itself, so this factor contains much more information than a simple constant for

all λ can represent. The exciting thing, however, is that the equation for the matrix structure

factor allows us to validate the statement from the 2 � 2 model that if we are in the continuum,

the matrix structure factor approaches the value one (eλ Ñ 1). Furthermore, the equation gives

us the opportunity to check what we can expect in the thermodynamic limit (Nk Ñ8). For this,

we want to assume that we can expand the inversion into a Neumann series and consider that

hµµ1 � 1
Nk
h̄µµ1 (Eq. (5.4)) applies. Assuming that the Neumann series is valid, we then obtain the

equation for the matrix structure factor:

eλ � 1� 1

E0
λ � 1

Nk
h̄λλ

1

N2
k

¸
µµ1

p1� δµλq
˜̄hλµ

°
n�0

1
Nnk

�
˜̄h∆Ẽ

�1

λ

	n
µµ1

˜̄hµ1λ

Eλ � pE0
µ � 1

Nk
h̄µµq

. (5.64)

What we can conclude from equation (5.64), if we write out the first orders of the series expansion,

is that the non-constant part of the matrix structure factor always has a pre-factor 1
Nk

which is not

compensated by a sum
°
µ over Nk values. However, this means that if we enter the thermodynamic

limit Nk Ñ 8, the non-constant part will disappear and therefore in the thermodynamic limit

limNkÑ8 eλ Ñ 1 holds.
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Nevertheless, this can only be part of the truth, because if this were the case, bound excitons would

have to behave exactly like the continuum and, in particular, move closer to the independent-

particle tranisition energies with increasing k-points. But as we have already observed for the

matrix structure factor (Fig. 5.9), the factor becomes smaller for the strongly bound excitons

with increasing k-points and thus moves away from the value one and consequently from the

independent-particle transition energies.

In order to simulate the thermodynamic behavior and to check whether the non-constant part of the

matrix structure factor actually disappears in the continuum, we want to consider the non-constant

part for the two materials Si and LiF with increasing k-grid points.

Figure 5.12: Thermodynamic approach of the non-constant component of the matrix struc-

ture factor b̄λ{2
E0
λ�hλλ

(Eq. (5.63)) against the diagonal elements E0
λ � hλλ of the Hamiltonian

H2p,reso (Eq. (4.13)). Results are shown for increasingly dense k-grids of 3k (red), 4k (blue),

5k (green) and 6k (orange), for a) silicon (minpM IP pE0
µqq � 3.27 eV, 6k) and b) lithium fluo-

ride (minpM IP pE0
µqq � 14.92 eV, 6k). An approach towards the value zero in the continuum can

be observed for both materials with increasing k-grid density. Numerical values are given in Ap-

pendix A; calculations were performed with 6 transition bands for the optical calculation using a

Kohn-Sham band structure.

As we expected, according to the discussion in the 2�2 model case, the part b̄λ{2
E0
λ�hλλ

of the matrix

structure factor (Eq. (5.63)) in the continuum approaches towards the value zero and thus eλ Ñ 1.

This can be seen particularly well for Si. However, it is also important to mention that the value

for the bound excitons in LiF behaves the opposite way, becoming smaller and smaller instead of

approaching zero.

At this point in time, however, it is physically and mathematically completely unclear why these

excitons behave completely differently than the continuum. Apart from the fact that they are, by

definition, not part of the continuum, we cannot give any argument why they do not approach it.

But that is not a drawback; it is an interesting observation that these excitons behave completely

differently. Nevertheless, we want to look further into the continuum and postulate, based on our

observations and discussions, that in the continuum, the matrix structure factor converges to one,
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and thus, the eigenenergies of the continuum are approximated by the continuum approximation

Eλ � E0
λ � hλλ. (5.65)

To emphasize this, we will test the continuum approximation on the following four materials: Ge,

Si, ZnS and LiF, which show increasing excitonic effects in ascending order.

Figure 5.13: Thermodynamic approach of the continuum approximation of the eigenvalues

(Eq. (5.65)) against the exact eigenvalues Eλ of the Hamiltonian H2p,reso (Eq. (4.13)). Results

are shown for increasingly dense k-grids of 3k (red), 4k (blue), 5k (green) and 6k (orange), for a)

germanium (minpM IP pE0
µqq � 1.53 eV, 6k), b) silicon (minpM IP pE0

µqq � 3.27 eV, 6k), c) zinc

sulfide (minpM IP pE0
µqq � 3.26 eV, 6k) and d) lithium fluoride (minpM IP pE0

µqq � 14.92 eV, 6k).

It is observable that for all four materials, a convergence from Eλ to E0
λ � hλλ with increasing

k-grid density takes place in the continuum. Numerical values are given in Appendix A; calcu-

lations were performed with 6 transition bands for the optical calculation using a Kohn-Sham

band structure.

As predicted, the continuum converges to the continuum approximation of the eigenvalues in all

four materials. What we also see, however, is that depending on the strength of the excitonic

effects, convergence takes place much more slowly. This is consistent with the expectation from



106
Chapter 5: Analysis and perturbative approach to excitonic effects for absorption spectra,

eigenvectors and eigenvalues

the 2 � 2 model that the matrix structure factor depends on the strength of the excitonic effects

(Eq. (5.56)), even in the continuum. However, this dependence seems to be relatively small, which

is why the continuum approximation of the eigenenergies (Eq. (5.65)) provides an approximation

of the eigenenergies with an accuracy of a few to a few tenths of meV in the continuum. The

reason for this could be that if Eλ is in the continuum, the sum over µ in the equation (5.63)

includes partial cancellation between elements with positive and negative signs and thus only a

small proportion of the summation is finally involved in the value for the matrix structure factor.

If we compare the results of the continuum approximation with those of the independent-particle

transition energies (Fig. 4.3), it follows that the continuum approximation approximates the

eigenenergies of the continuum relatively accurately even for very small k-grids. In the case of

the pure independent-particle transition energy approximation, the deviations were in the order of

hundred meV even for Si and in the eV range for LiF. Furthermore, we see that even in LiF (Inset

Fig. 5.13 d)), a material with very strong excitonic effects, the deviation in the continuum between

approximation and exact values is in the range of a few tenths of a meV and becomes steadily

smaller with increasing k-points. However, it is important to note that in the thermodynamic

limit, i.e., the number of k-points approaches infinity, the continuum approximation changes to

the approximation using the independent-particle transition energies. Nevertheless, reaching this

limit in practice is almost impossible, because as we see in figure 5.14, even for non-vanishingly

small lattices of 865 k-points (6k), the diagonal part of the interaction matrix hλλ for Si (Fig. 5.14

a)) is in the order of �85 meV and for LiF (Fig. 5.14 b)) in the range of �700 meV.

Figure 5.14: Thermodynamic approach of the diagonal elements of the interaction matrix hλλ

against the exact eigenvalues Eλ of the Hamiltonian H2p,reso (Eq. (4.13)). Results are shown

for increasingly dense k-grids of 3k (red), 4k (blue), 5k (green) and 6k (orange), for a) silicon

(minpM IP pE0
µqq � 3.27 eV, 6k) and b) lithium fluoride (minpM IP pE0

µqq � 14.92 eV, 6k). It is

observable that a slow but systematic convergence of the diagonal elements of the interactions

matrix towards zero takes place. Numerical values are given in Appendix A; calculations were

performed with 6 transition bands for the optical calculation using a Kohn-Sham band structure.

Now that we have made the important observation that the continuum approximation of the
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eigenenergies is much more practical than that of the independent-particle transition energies,

although both are identical in the thermodynamic limit, we will look at their difference in practical

use. For this purpose, we will investigate what difference the continuum approximation makes for

the calculation of absorption spectra compared to the approximation of the independent-particle

transition energies and the exact eigenenergies. This should clarify how important convergence in

the small meV range for the eigenvalues is for calculating absorption spectra and, therefore, for

practical applications.

Figure 5.15: Thermodynamic approach of the absorption spectrum (Impεpωq) (Eq. (4.38), Eq.

(4.3)) for silicon in static GW-BSE. Shown are the continuum approximation of the eigenener-

gies Eλ � E0
λ � hλλ (Eq. (5.65)) (light blue) and the independent-particle transition energies

approximation Eλ � E0
λ (magenta) in the exact eigenvector equation (Eq. (5.27)). For ther-

modynamic convergence, the exact spectrum (black) is compared to the approximations on a a)

3k, b) 4k, c) 5k and d) 6k k-grid. Results show that the continuum approximation converges

relatively quickly to the exact result, unlike the independent-particle transition energies approx-

imation results. Numerical values are given in Appendix A; calculations were performed with 6

transition bands for the optical calculation using a Kohn-Sham band structure and a Lorentzian

broadening of 3.67 � 10�3 Ha.
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It is evident from Fig. 5.15 that as the k-grid density increases, the spectrum approaches the

exact spectrum more closely for Eλ � E0
λ � hλλ and exhibits only gradual changes for Eλ � E0

λ.

This observation confirms that the continuum approximation of the eigenenergies is well-suited

for calculating observable quantities like the absorption spectrum. Especially for materials with

weak excitonic effects. Furthermore, the result shows that even though in the thermodynamic limit

limNkÑ8
�
E0
λ � 1

Nk
h̄λλ

�
Ñ E0

λ applies, this limit is numerically very difficult or even impossible

to achieve for practical applications.

In summary, it can be said that the continuum approximation as we have postulated it (Eq.

(5.65)) and the results (Fig. 5.13, Fig. 5.15) obtained indicate, the continuum approximation is an

accurate approximation of the eigenvalues for the class of continuum excitons. Furthermore, the

numerical advantage of this approximation is that the eigenvalues for the continuum are known as

soon as the Hamiltonian has been constructed. Therefore, there are no additional numerical costs

to calculate these values.

Now that we have an approximation for the eigenenergies of the continuum excitons, it is time to

move towards eigenvectors and the eigenenergies of the strongly bound excitons. For this reason,

the next section of this work will focus in particular on the question: Can we approximate the

eigenvectors using perturbation theory?

5.5 Eigenvector perturbation approximation

The aim of this section is twofold; firstly, in addition to the insight that our equations of the

eigenvectors offer, we also want to draw a numerical advantage. So far, due to the matrix inversion

within the eigenvectors, the numerical scaling is still at OpN3q, where N represents the dimension

of the Hamiltonian. The calculation of the eigenvectors are therefore significantly too expensive

for practical use compared to standard algorithms such as Divide-and-conquer [31], QR [27–29],

inverse iteration [30], Jacobi-Davidson [33], Arnoldi [108,120], Lanczos [26,111] or the CG+SR [24]

algorithm, which are well suited for large or small eigenvalues [33, 121] and scale like � OpN2q.
Secondly, we want to gain a deeper understanding of perturbation series in the context of excitons

because they are a well-known tool in physics and applied mathematics used to find approximated

solutions for eigenvectors and eigenenergies. Furthermore, a series expansion, as we have seen

in the case of the Neumann series expansion of the absorption spectrum (Ch. 5.1.2), allows us

to get a deeper insight into the physics behind the problem, which enables us to build a deeper

understanding.

Therefore, we will study two different kinds of perturbation theory in this section: Rayleigh-

Schroedinger and Brillouin-Wigner perturbation theory. Furthermore, based on our previous re-

sults, we will explain why a perturbation-theoretic approach will challenge both continuum and

strongly bound excitons and we will offer a way to circumvent these problems by modifying the

perturbation theory.



5.5 Eigenvector perturbation approximation 109

5.5.1 Rayleigh-Schroedinger perturbation theory

The standard perturbation theory, which is taught in quantum-mechanic courses, is the Rayleigh-

Schroedinger perturbation theory. For this reason, we also want to start with this approach.

To avoid getting into unnecessarily complicated equations, we only want to concentrate on the

perturbation series of the eigenvector up to the second order since this is sufficient for our analysis

purposes, as we will see later.

Without specifying the Hamiltonian H more precisely, we split it in two parts:

H � H̃
0
� V ,

where H̃
0

represents the unperturbated contribution of the system and V the perturbation of the

system. With this definition, the perturbation series up to the second order results in

Aµλ � pA0
λqµ �

¸
λ1

p1� δλλ1 q
°
µ1µ2pA0

λ1qµ
1

Vµ1µ2pA0
λqµ

2

Ẽ0
λ � Ẽ0

λ1

pA0
λ1qµ �

¸
λ1

p1� δλλ1q

¸
λ2

p1� δλ1λ2q
�°

µ1µ2pA0
λ1qµ

1

Vµ1µ2pA0
λ2qµ

2��°
µ1µ2pA0

λ2qµ
1

Vµ1µ2pA0
λqµ

2�
pẼ0

λ � Ẽ0
λ1qpẼ0

λ � Ẽ0
λ2q

pA0
λ1qµ�

¸
λ1

p1� δλλ1q
�°

µ1µ2pA0
λ1qµ

1

Vµ1µ2pA0
λqµ

2��°
µ1µ2pA0

λqµ
1

Vµ1µ2pA0
λqµ

2�
pẼ0

λ � Ẽ0
λ1q2

pA0
λ1qµ � . . .

(5.66)

with pA0
λqµ the µ-th component of the unperturbated eigenvector corresponding to the unpertur-

bated Hamiltonian H̃
0

and the corresponding eigenvalues Ẽ0
λ � xA0

λ| ˆ̃H0|A0
λy. The next step is to

specify the Hamiltonian more precisely. Since this is also about practical use, we must choose the

unperturbed Hamiltonian in such a way that the corresponding eigenvector A0
λ can be calculated

as efficiently as possible. For this purpose, we first choose in general that the unperturbed Hamil-

tonian matrix represents a diagonal matrix, and thus the following applies pA0
λqµ � δµλ. If we

insert the expression for the unperturbed eigenstates into the perturbation series (Eq. (5.66)), we

obtain:

Aµλ � δµλ � p1� δµλq
Ẽ0
λ � Ẽ0

µ

Vµλ � p1� δµλq
Ẽ0
λ � Ẽ0

µ

¸
µ1

p1� δµ1λq
Ẽ0
λ � Ẽ0

µ1

Vµµ1Vµ1λ � p1� δµλq
pẼ0

λ � Ẽ0
µq2

VµλVλλ � . . . . (5.67)

Now that we have determined the structure of the perturbation-theoretical eigenvector, we must

ask ourselves how we define the perturbation. A standard approach in physics would be to say

that the excitonic interactions V � ΞAGW represent the perturbation of the non-interacting system

H0. Thus, the eigenvalues Ẽ0
λ of this system would inevitably be given by the independent-particle

transitions energies Ẽ0
λ � E0

λ. However, as we have seen in numerous examples (Fig. 4.3, Fig.

5.15), the assumption that these energies are a sufficiently good approximation of the eigenenergies

is not given, neither for bound states nor for the continuum. Therefore, we choose the off-diagonal

elements of the interaction Hamiltonian Vµµ1 � h̃µµ1 � p1�δµµ1qhµµ1 to represent the perturbation

for the entire diagonal part of the Hamiltonian pH̃
0
qµµ1 � δµµ1H

0
µµ1�δµµ1hµµ1 . In this case, we could

say that our unperturbed system is described by the independent-particle transition energies and

the diagonal term of the electron-hole interaction matrix, while the perturbation of our system is

defined as the off-diagonal part of the electron-hole interaction matrix. This assumption would lead

to the eigenenergies being approximated in the zero-order by the continuum approximation (Eq.



110
Chapter 5: Analysis and perturbative approach to excitonic effects for absorption spectra,

eigenvectors and eigenvalues

(5.65)) Ẽ0
λ � E0

λ�hλλ and as we know (Ch. 5.4), this is a significantly better approximation of the

eigenenergies than the independent-particle transition energy approximation of the eigenenergies.

If we insert the latter assumption into the perturbation series (Eq. (5.67)) of the eigenvector, we

get

Aµλ � δµλ � p1� δµλq
pE0

λ � hλλq � pE0
µ � hµµq h̃µλ

� p1� δµλq
pE0

λ � hλλq � pE0
µ � hµµq

¸
µ1

p1� δµ1λq
pE0

λ � hλλq � pE0
µ1 � hµ1µ1q h̃µµ

1 h̃µ1λ � . . . .
(5.68)

The last term of the second order in equation (5.67) disappears, since h̃λλ � p1 � δλλqhλλ � 0

holds. Furthermore, the structure of equation (5.68) is all too familiar to us; namely it represents

the Neumann series up to the second order for our eigenvector equation, obtained from the S-vector

approach (Eq. (5.27)) in the continuum approximation (Eλ � E0
λ � hλλ). To see this we rewrite

equation (5.68) into a matrix-vector equation

Aλ � 1λ �∆Ẽ
�1

λ
h̃λ �∆Ẽ

�1

λ
h̃∆Ẽ

�1

λ
h̃λ � 1λ �∆Ẽ

�1

λ

1̧

k�0

�
∆Ẽ

�1

λ
h̃
	k
h̃λ, (5.69)

where we defined
�

∆Ẽµµ1pEλqδµµ1
	�1

:� p1�δµλq
pE0
λ�hλλq�pE0

µ�hµµq .

However, as we know from our analysis of the eigenvector structure (Ch. 5.3.1), the perturbation

series in the current form will not work straightforward for a dense k-grid since the denominators

of
�

∆Ẽµµ1pEλqδµµ1
	�1

diverges and therefore the series expansion breaks down. Although it

seems like a degeneration problem or the like, it is not since the problem lies in what we want to

describe in a perturbation series. The class of perturbation theories we are discussing here are also

called bound-state perturbation theories [122], which indicates what they are made for: Describing

eigenstates, which are far enough from the continuum of eigenstates in a series expansion. In our

case, however, the energies E0
λ � hλλ lie in the continuum and are therefore not well separated,

which is why the series diverges. On the other hand, if the energies did not lie within the continuum,

nothing should formally stand in the way of a perturbation theory approach. This leads us to the

more general form of perturbation theory, the Brillouin-Wigner perturbation theory.

5.5.2 Brillouin-Wigner perturbation theory

As we have seen in the last section, the predominant problem of the Rayleigh-Schroedinger pertur-

bation theory for calculating excitonic eigenstates lies in the fact that we are tied to the continuum

approximation of the eigenenergies, which unfortunately lie close together. It therefore makes sense

to search for alternative options. For this reason, we will look at a type of perturbation theory

that is less well known than Rayleigh-Schroedinger and is called Brillouin-Wigner perturbation

theory [122–124]. For deriving the perturbation series, we use the procedure from [122], which is

very clear and instructive. In the following, we will only use the non-degenerate perturbation series

and keep the notation as before, except that we use the Dirac notation to keep the derivation as

straightforward as possible. We will assume as in the case of the Rayleigh-Schroedinger perturba-

tion theory that the Hamiltonian H is splitted into the sum of the independent Hamiltonian H̃
0

with eigenvectors A0
λ and eigenvalues Ẽ0

λ, and the perturbation V . The eigenvalue equation for
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our system is given as before by

Ĥ |Aλy � Eλ |Aλy . (5.70)

Before we start with the derivation of the perturbation series, we want to define some operators

for the further calculations:

P̂λ :� |A0
λy xA0

λ| , (5.71)

Q̂λ :�
¸
λ1�λ

|A0
λ1y xA0

λ1 | (5.72)

and

R̂λ :�
¸
λ1�λ

|A0
λ1y xA0

λ1 |
Eλ � Ẽ0

λ1

. (5.73)

The first step in the direction of a perturbation series is to rewrite the eigenvalue equation (Eq.

(5.70)) into the following form: �
Eλ � ˆ̃H0

	
|Aλy � V̂ |Aλy . (5.74)

Next, we apply the R̂λ operator (Eq. (5.73)) from the left to rewrite the eigenvalues equation (Eq.

(5.74)):

R̂λ

�
Eλ � ˆ̃H0

	
|Aλy � Q̂λ |Aλy � R̂λV̂ |Aλy . (5.75)

Since our goal is to obtain an equation for |Aλy, we add P̂λ |Aλy on both sides of equation (5.75)

and use the fact that P̂λ � Q̂λ � 1 holds, which leads us to the following equation for |Aλy:

|Aλy � Q̂λ |Aλy � P̂λ |Aλy � P̂λ |Aλy � R̂λV̂ |Aλy . (5.76)

The obtained equation shows the well-known Dyson-like structure, which, as we have seen many

times in this work, can be solved by subtraction and inversion, which then gives us the exact

equation for |Aλy and thus our starting equation for the perturbation series:

|Aλy � p1� R̂λV̂ q�1P̂λ |Aλy � p1� R̂λV̂ q�1 xA0
λ|Aλy |A0

λy . (5.77)

A convention that is usually adopted is to choose the normalization and phase of |Aλy in such

a way that: xA0
λ|Aλy � 1. The last and decisive step in order to obtain a series expansion for

the eigenvector (Eq. (5.77)) is then to expand p1 � RλV q�1 into a Neumann series (Eq. (5.14)),

which results in the perturbation series for the eigenvector Aλ and can be written in matrix-vector

notation as:

Aλ �
mPŢ

k�0

�
R
λ
V
	k
A0
λ. (5.78)

In order to see how the obtained perturbation series (Eq. (5.78)) differs from the Rayleigh-

Schroedinger series, we proceed as before:

The perturbation matrix is given as the off-diagonal matrix of the interaction part Vµµ1 � h̃µµ1 �
p1 � δµµ1qhµµ1 and the unperturbed system as the diagonal matrix consisting of independent-

particle transition energies and the diagonal part of the interaction matrix pH̃
0
qµµ1 � Ẽ0

µδµµ1 �
δµµ1H

0
µµ1�δµµ1hµµ1 . Under this assumption, the following equation results for the Brillouin-Wigner

perturbation series in component notation up to second order:

Aµλ � δµλ � p1� δµλq
Eλ � pE0

µ � hµµq h̃µλ

� p1� δµλq
Eλ � pE0

µ � hµµq
¸
µ1

p1� δµ1λq
Eλ � pE0

µ1 � hµ1µ1q h̃µµ
1 h̃µ1λ � . . . .

(5.79)
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where we used pA0
λqµ � δµλ.

If we compare the Brillouin-Wigner (Eq. (5.79)) and the Rayleigh-Schroedinger perturbation

series (Eq. (5.68)), we immediately see that the only difference between the two series is that in

the Brillouin-Wigner we find the exact eigenvalue Eλ in the denominator, while in the Rayleigh-

Schroedinger we find the continuum approximation Eλ � E0
λ�hλλ (Eq. (5.65)) of the eigenenergies,

which is the zeroth order energy of the expansion obtained by multiplying equation (5.74) from

the left by xA0
λ| and substituting equation (5.79) for |Aλy:

Eλ � E0
λ � hλλ �

¸
µ1

p1� δµ1λq h̃λµ1 h̃µ1λ
Eλ � pE0

µ1 � hµ1µ1q � . . . . (5.80)

Even though this difference between the two series expansions seems to be small, we know that

this is not true for strongly bound states (Fig. 5.13 d)). In the case of strongly bound excitons, the

difference between the exact eigenvalue Eλ and E0
λ � hλλ is of the order of eV and therefore much

larger than in the continuum (meV for a reasonable k-grid). For this reason, a series expansion

in the Brillouin-Wigner perturbation theory for bound states may work. Nevertheless, we cannot

work that easily with the series expansion since we do not know the eigenenergies and even worse

we cannot use equation (5.80) to calculate corrections to the eigenenergies, since both sides depend

on the exact eigenenergy Eλ. Even though we were to substitute the equation into itself

Eλ � E0
λ � hλλ �

¸
µ1

p1� δµ1λq h̃λµ1 h̃µ1λ
pE0

λ � hλλq � pE0
µ1 � hµ1µ1q � . . . , (5.81)

we cannot calculate higher order corrections since we would have the problem of divergences because

the energies in the continuum are too close together.

Summarizing what we have found: The perturbation theory in the representation of Brillouin

and Wigner could, in principle, work for strongly bound excitonic states; however, since the exact

eigenvalues are unknown, we cannot easily use the method for practical applications. Furthermore,

since the eigenvalues for continuum excitons are insufficiently separated, a perturbation theoretical

description cannot work in a straightforward way. Nevertheless, this does not mean that it is

impossible to modify the perturbation theory in such a way that it can work at least for an

approximation of the eigenvectors in the continuum.

5.5.3 The modified perturbation theory

As the last section made clear to us, we will not get very far with an ordinary perturbation series in

the continuum of energies; the reason for this is that the eigenvectors are formed by a divergence.

However, we have already shown that a perturbation theoretical description of absorption spectra

for materials with weak excitonic interactions is, in principle, possible (Ch. 5.1.2). This was

possible since we introduced the parameter broadening, which prevented the frequency ω from

being too close to a value E0
µ � hµµ. Therefore, the main idea of this section is to introduce

a modified perturbation theory, which is formally exact but has the opportunity to reduce the

divergence such that an approximation for the eigenvectors is possible. This should hold for bound

as well as continuum excitons. Since we want to have the perturbation series modified by a control

parameter of the divergence, so to say an artificial broadening, our natural choice of an exact
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starting equation is the G-matrix approach of the eigenvectors (Eq. (5.39)), as this approach

already includes a broadening factor γ.

However, as can be shown (Appendix G), it makes no difference on the optically visible scale

whether we start from the G-matrix approach and develop a perturbation series or whether we

artificially introduce a broadening parameter into the Brillouin-Wigner perturbation series. To

avoid unnecessarily complicated formulations, we want to introduce the broadening parameter

directly into the Brillouin-Wigner perturbation series and call this series the modified perturbation

theory:

Aµλ � δµλ � p1� δµλq
pEλ � iγq � pE0

µ � hµµq h̃µλ

� p1� δµλq
pEλ � iγq � pE0

µ � hµµq
¸
µ1

p1� δµ1λq
pEλ � iγq � pE0

µ1 � hµ1µ1q h̃µµ
1 h̃µ1λ � . . . ,

(5.82)

which in vector-matrix representation would be given as:

Aλ � 1λ �∆Ẽ
�1

λ
pγq

mPŢ

k�0

�
h̃∆Ẽ

�1

λ
pγq
	k
h̃λ (5.83)

After we have introduced the modified perturbation series, we now want to see what results we can

achieve with it in the limit of weak excitonic effects and in the limit of strongly bound excitons,

for which the Brillouin-Wigner perturbation theory should be made.

5.6 Modified perturbation theory: From weak to strong ex-

citonic effects

After having discussed in the last chapter why a perturbation theory approach using the Rayleigh-

Schroedinger or Brillouin-Wigner perturbation theory cannot be applied in a straightforward way

for material with weak excitonic interactions, we want to test the modified perturbation theory

(Eq. (5.83)) for these materials in the following. The advantage of the modified perturbation

theory is that it has a parameter γ with which we can reduce the divergence of ∆Ẽ
�1

λ
pγq, which

as we know from section 5.1.2 is significantly involved into the magnitude of the spectral radius

Sr

�
h̃∆Ẽ

�1

λ
pγq
	

. It is clear that if the modified perturbation theory for γ Ñ 0 converges, we would

have a working Brillouin-Wigner perturbation series and, thus, an exact series that would give us

back the eigenvectors.

We expect, that for continuum excitons, we will only obtain an approximation of the eigenvectors.

However, we will show that in the case of strongly bound states in LiF, the limit case γ Ñ 0

applies, and therefore, a quite accurate calculation is possible.

5.6.1 Modified perturbation theory appproach for excitonic states in

Silicon

One of the significant problems with the straightforward perturbation series is that it is only

suitable for well-separated eigenenergies. However, many bulk materials are materials with weak

excitonic interactions and thus only have weak bound and continuum excitons. It is precisely for

these materials that a perturbation series is a bad approach, as divergences will occur in the series
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expansion, and thus, the series expansion will collapse. In the following, we want to show that

with the help of the modified perturbation series (Eq. (5.83)), it is possible to find the excitonic

eigenvectors of materials with weak excitonic effects in an approximated form.

Since the modified perturbation series (Eq. (5.83)) depends on the exact eigenvalues Eλ, which

we do not know we will apply the continuum approximation to the eigenenergies (Eq. (5.65))

Eλ � E0
λ � hλλ, which guarantees us an accuracy of the eigenenergies down to a few meV (Ch.

5.4). Further, we need to know our broadening parameter γ for the practical application of the

modified perturbation series, but we do not have a simple mathematical condition with which we

can calculate the ideal value, we have to determine it numerically beforehand. The aim here must be

to choose it as small as possible (high accuracy) but so large that the condition Sr

�
h̃∆Ẽ

�1

λ
pγq
	
  1

is fulfilled. Furthermore, the spectral radius should not be driven too close to one; otherwise, the

number of iteration steps until convergence will be large.

In order to keep the numerical costs as low as possible, we replace Eλ with ω̃ in ∆Ẽ
�1

λ
pγq to

calculate the spectral radius Sr

�
h̃∆E�1

ω̃
pγq
	

for just a few energies and check how it behaves.

This approach will help us to obtain an estimate of the broadening at low numerical cost.

Figure 5.16: Modified perturbation theory for the excitonic eigenvectors Āλ (Eq. (5.83)) be-

longing to the eigenvalues Eλ � E0
λ � hλλ (Eq. (5.65)) in the continuum eigenvalue approxima-

tion for silicon. Shown is a) the spectral radius within the modified perturbation series depend-

ing on the selected broadening γ, against selected energies ω̃ and b) the norm of the normal-

ized eigenvector-components, |Āµλ|2, against the diagonal elements E0
µ � hµµ of the Hamiltonian

H2p,reso (Eq. (4.13)) for different orders in the perturbation series as well as the exact eigen-

vector (black) and the non-perturbativ eigenvector in the continuum eigenvalue approximation

without (magenta) and with broadening (light blue). The result a) shows that with a sufficiently

significant broadening (γ � 3�10�3 Ha), a perturbation theoretical description of the eigenvectors

is possible. Furthermore, the obtained eigenvectors b) show a significantly stronger localized and

pronounced peak structure than the exact and continuum-approximated eigenvectors. Numerical

values are given in Appendix A; calculations were performed on a 5k grid (500 k-points) using a

Kohn-Sham band structure, with 6 transition bands for the optical calculation.
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As the result for the spectral radius depending on the broadening (Fig. 15 a)) shows us, if we are

interested in the entire spectrum of eigenvectors, the broadening parameter γ � 3 � 10�3 Ha is a

good choice because γ � 2 �10�3 Ha already leads to a spectral radius very close to one in a certain

range. If we use this broadening to calculate the eigenvectors in the continuum approximation of

eigenenergies (Eq. (5.65)) and compare the result with the exact eigenvector (black), as well as

those in the continuum approximation of eigenenergies without (magenta) and with broadening

(light blue), then we see that the approximated eigenvectors have a more localized and pronounced

peak structure compared to the exact or continuum approximation. At first glance, this seems

contradictory because one would expect that if the eigenvectors in the continuum are determined

by the divergence of ∆Ẽ
�1

λ
pγq, then with greater broadening the divergence should become flatter

and thus the eigenvectors should deviate more from the pronounced peak structure. It is certainly

true that the divergence makes an important contribution. However, it is probably the case that

the inversion of the matrix
�

1� h̃∆Ẽ
�1

λ
pγq
	�1

provides exactly the opposite, i.e. weakens the

divergence. At least that is what we observed in the Neumann series of the absorption spectrum

(Fig. 5.6). The divergence increases the spectrum in all areas, but the off-diagonals from higher

orders of the Neumann series reduce this effect. We cannot observe this effect to the necessary

extent for the modified perturbation theory of the eigenvectors, because besides the reduction of

the divergence, we suppress the off-diagonal elements too strongly. For this reason, the eigenvectors

show a more localized and pronounced peak structure than the exact eigenvectors.

In general, what we can observe is that each approximation we make changes a little more infor-

mation in the eigenvector. Already the eigenvector of the continuum approximation is different

from the exact eigenvector and with the additional introduction of a non-vanishing broadening

even more information changes.

Indeed, this may seem like a major setback for using the modified perturbation series. However, not

only the component in the strongest part of the eigenvector determines its usefulness. Because when

we calculate the eigenvector to use it for applications such as absorption spectra, exciton-exciton

excitation-spectra, EELS, and the like, it is not the pure eigenvector that plays the decisive role, but

for example, the multiplication between the eigenvector and another vector or a matrix. So, not a

single component of the eigenvector plays the decisive role, but the entire eigenvector. Furthermore,

most application quantities depend on the sum of many eigenvectors and eigenenergies. Therefore,

it is still possible to get a good result for the quantities we are interested in with a reasonable result

for the eigenvectors at first sight. To demonstrate this, we will look at the absorption spectrum

for Si calculated with the approximated eigenvectors from the modified perturbation theory.
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Figure 5.17: Absorption spectrum (Impεpωq) for the modified perturbation theory expansion

of the exact eigenvector Āλ (Eq. (5.83)), belonging to the Hamiltonian H2p,reso (Eq. (4.13)) for

silicon. The expansion is performed for a broadening of γ � 3 � 10�3 Ha. Shown is a) the ab-

sorption spectrum for the series expansion in the eigenvector up to tenth order as well as the

absorption spectrum for the unperturbated eigenvectors with the exact eigenenergies Eλ (black)

and the continuum approximation for the eigenenergies Eλ � E0
λ � hλλ (Eq. (5.65)) (magenta)

and b) the unperturbated results for black, the exact diagonalization, magenta the continuum

approximation and light blue the continuum approximation with a broadening of γ � 3 � 10�3

Ha. The result shows that after nine orders of the perturbation series, a useful and on the opti-

cal scale converged result is achieved for the spectrum. Numerical values are given in Appendix

A; calculations were performed on a 5k grid (500 k-points) using a Kohn-Sham band structure,

with 6 transition bands for the optical calculation and a Lorentzian broadening of 3.67 � 10�3 Ha

in the dielectric function.

In figure 5.17, we see the spectrum calculated in the continuum approximation with the eigenvectors

from the modified perturbation series for γ � 3 � 10�3 Ha. The first observation we can make is

that the spectrum is constructed in exactly the same way as in the case of the perturbation series

of the absorption spectrum (Fig. 5.6): The first part of the eigenvector Aλ � 1λ creates a shifted

IP spectrum, the next order given by the diagonal matrix ∆Ẽ
�1

λ
pγq and the vector h̃λ shifts the

spectrum further and generally increases the spectrum (1st order, blue). The following orders of

the series, which contain information from diagonals and especially off-diagonal elements of the

Hamiltonian, then ensure a reduction in the effects so that a spectrum that is very close to the target

spectrum is created after nine orders. The second observation we can make is that the spectrum

no longer corresponds exactly to the one obtained by diagonalization. The reason for this is that

through the introduction of a non-vanishing broadening parameter (γ) and using the continuum

approximation, we change information in the eigenvectors, which means that the spectrum no

longer corresponds exactly to the target spectrum but is an approximation to it. We can see

the information change in the spectrum in figure 5.17 b), the continuum approximation without

broadening (magenta) overestimates the second peak of the exact diagonalization. In contrast, we
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underestimate the second peak with the introduced broadening and the continuum approximation

(light blue). Thus, it is not the perturbation series that causes the deviation between the exact

and the expanded spectrum but the broadening factor that modifies the eigenvectors and, thus,

the spectrum.

We can conclude, according to the observation we made, that the modified perturbation series

can give practical, usable approximations to the eigenvectors of continuum excitons for materials

with weak to moderate excitonic effects, even though the obtained structure of the approximated

eigenvectors shows a more localized and pronounced peak structure than the exact one.

Now that we have seen that the modified perturbation series works reasonably well in the con-

tinuum, we can expect that the modified perturbation series will work much better for materials

with strongly bound excitons since, in this case, the exact and zero-order energies are probably

separated, and thus, the divergence is weakened. However, this is precisely why we are confronted

with another problem: We do not know the eigenenergies since we cannot apply the continuum

approximation to them. This raises the question: Can we use the modified perturbation series to

determine the eigenvalues and eigenvectors of strongly bound excitons?

5.6.2 Modified perturbation theory approach for excitonic states in Lithium

fluoride

Unlike continuum excitons, strongly bound excitons have the advantage that their associated

eigenenergies are separated from the continuum of the eigenenergy spectrum. For this reason,

the strongly bound excitons could represent a much better field for approximations than the con-

tinuum excitons since divergence from ∆Ẽ
�1

λ
will have a much milder effect. However, unlike the

continuum excitons, we do not know a good analytical approximation for the eigenenergies, so we

are faced with the problem of approximating both eigenvalues and eigenvectors. However, as we

will show in the following, this is not an unsolvable big problem.

In the following, our starting equation will be that of the modified Brillouin-Wigner perturbation

theory (Eq. (5.82)):

Aµλ � δµλ � p1� δµλq
peλ rE0

λ � hλλs � iγq � pE0
µ � hµµq h̃µλ

� p1� δµλq
peλ rE0

λ � hλλs � iγq � pE0
µ � hµµq

¸
µ1

p1� δµ1λq
peλ rE0

λ � hλλs � iγq � pE0
µ1 � hµ1µ1q h̃µµ

1 h̃µ1λ � . . . ,

(5.84)

where we have expressed the eigenvalue by our representation Eλ � eλ
�
E0
λ � hλλ

�
(Eq. (5.40)).

With this representation for the eigenenergies, we at least know that in the case of strongly bound

excitons eλ   1 will apply, which gives us an upper limit below which we have to search for the

eigenvalues. Before we want to deal with how to obtain the eigenvalues, we first want to check

whether it is possible at all that we can approximate the eigenvectors because, from the point of

view of the perturbation series, it is not very intuitive that for a strong perturbation h̃ an approach

using a perturbation series should work. However, it is the interplay of perturbation and divergence

that determines the spectral radius Sr

�
h̃∆Ẽ

�1

λ
pγq
	

, so there is hope that a perturbation-theoretic

approach can work.
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To ensure certainty, we must, however, examine the spectral radius more closely. To do this, we

want to look at the maximum value eλ that could be achieved such that the spectral radius is below

one (max eλpSr   1q) for LiF on a 3k grid. Since we are here only interested in the eigenvalues

for the strongly bound excitons, we will have a look at the first three eigenvalues λ � 1, 2, 3 with

γ � 10�6 Ha.

λ eλ belonging to Eλ max eλpSr   1q ∆eλ in %

1 0.86679 0.86677 0.0023

2 0.86472 0.86405 0.0775

3 0.86007 0.85884 0.1430

Table 5.1: Ratio (∆eλ) between the exact eλ associated with the first three eigenenergies of

lithium fluoride and the maximum eλ for which the spectral radius within the perturbation se-

ries of the associated eigenvector (Eq. (5.84)) remains less than one (max eλpSr   1q).

From the table, we can read that although we chose the broadening to be extremely small (γ � 10�6

Ha), the matrix structure factors associated with the first three eigenvalues, which would provide

a spectral radius smaller than one (max eλpSr   1q), differ from the exact matrix structure factors

eλ by significantly less than one per cent. This, in turn, shows us that a modified perturbation

series (Eq. (5.84)) is possible even in the limit of small γ for the strongly bound excitons of LiF.

Even knowing that the series would converge, we still do not know the eigenvalues. For them, we

have to dig a little into the mathematical bag of tricks. Since math can sometimes be dry, we

will first briefly explain the idea: Our problem is that we do not know the exact value for eλ to

any of the strongly bound excitons. Therefore, we have to estimate them somehow. Since for an

estimated ẽλ we only have the vectors |Ãλpẽλqy and energies Ẽλpẽλq � xÃλpẽλq|Ĥ|Ãλpẽλqy, the

question arises: What is the difference between any energy Ẽλpẽλq, which is not an eigenenergy,

and the energy of an eigenvalue?

Since it is not trivial to make a general statement, nor to give a general proof for all eigenvalues,

we will limit ourselves in this work to the lowest eigenvalue E1, for which we can provide a proof.

For all other eigenvalues, we will consider the result as an empirical fact but in no way claim that

the method proposed below is valid in any case except for the lowest eigenvalue.

The statement is as follows: For all energies Ẽ1pẽ1q � xÃ1pẽ1q|Ĥ|Ã1pẽ1qy PMpẼλpẽλqq calculated

with the hermitian Hamiltonian Ĥ2p,reso regardless of whether eigenenergy or not, the lowest eigen-

value E1 is the global minimum E1 � min
�
MpẼλpẽλqq

	
.

Proof:

Suppose we want to calculate the energy Ẽλ for an arbitrary vector Ãλ :� Ãλpẽλq that lies in

the Hilbert space H of the solutions of the positive definite, hermitian Hamiltonian H, which is

spanned by the orthonormal eigenvectors Aλ of the Hamiltonian. In such a case, the energy is
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given as:

Ẽλpẽλq � xÃλpẽλq|Ĥ|Ãλpẽλqy �
¸
λ1λ2

xÃλpẽλq|Aλ1y xAλ1 |Ĥ|Aλ2y xAλ2 |Ãλpẽλqy �
¸
λ1

|cλλ1 |2Eλ1 ,
(5.85)

where cλλ1 :� xÃλpẽλq|Aλ1y P C represents the overlap between a general vector (|Ãλpẽλqy) and an

eigenvector (|Aλy).
Furthermore, since we are working with normalized vectors, the following applies:

¸
λ1

|cλλ1pẽλq|2 �
¸
λ1

xÃλpẽλq|Aλ1y xAλ1 |Ãλpẽλqy � xÃλpẽλq|Ãλpẽλqy � δλλ. (5.86)

Since we are interested in the eigenvalue E1, which is by definition the smallest eigenvalue and the

eigenvalues are real-valued numbers, we can construct any eigenvalue starting from E1 by adding

to E1 a λ dependent positive value ηλ P R¡0: Eλ � E1 � ηλ. If we insert this into equation (5.85),

we get:

Ẽ1pẽ1q �
¸
λ1

|c1λ1 |2Eλ1 �
¸
λ1

|c1λ1 |2pE1 � ηλ1q � E1

¸
λ1

|c1λ1 |2 �
¸
λ1

|c1λ1 |2ηλ1 � E1 �
¸
λ1

|c1λ1 |2ηλ1 .
(5.87)

However, since both ηλ1 and |cλλ1 |2 are positive real numbers, the following applies:

Ẽ1pẽ1q � E1 �
¸
λ1

|c1λ1 |2ηλ1 ¥ E1

and thus E1 is the global minimum for all energies Ẽ1pẽ1q P MpẼλpẽλqq and not just for the

eigenvalues Eλ.

Just before we want to apply this knowledge, it is worth pausing for a moment to consider whether

the procedure is already familiar to us. We have an unknown parameter ẽλ which we vary in

the vectors Ãλpẽλq until the expectation value of the Hamiltonian gives us the global minimum

(δẽλẼpẽλq � 0). This is exactly the procedure that is also used in the vartional method of quantum

mechanics. However, in the general case even less is known than in our case, namely no general

structure of the eigenvectors. This is why one generally uses so-called trial functions, which depend

on the variation parameter(s) and serve as an approximation of the eigenfunction. As we will

briefly explain later, the relationship between our method and the variations principle can provide

an important indication of how we can extend this method to higher energies than the lowest.

With this knowledge, we can now write an algorithm in which we perform a series expansion in the

modified perturbation series using different values for ẽ1 and then calculate the energies Ẽ1pẽ1q.
The minimum of these energies then corresponds to our eigenenergy E1 � min

�
MpẼλpẽλqq

	
.

Before we look at this procedure in practice, we should examine another case, namely what happens

if we choose a ẽ1 for which the spectral radius becomes greater than one and thus a series expansion

diverges. As established in section 5.3.1, the divergence of the eigenvector—specifically, a diver-

gence of the series expansion—results in nothing else than a normalized vector with a pronounced

peak (|Ãλy � |1λ̃y). Consequently, although the series expansion collapses, the calculated value for

the energy can, at most, assume the value of a continuum energy. This is due to the following re-

lationship: Ẽλ � x1λ̃|Ĥ|1λ̃y � E0
λ̃
� hλ̃λ̃. For this reason, as soon as the series diverges, depending

on the strength of the divergence, the energy approaches a value in the continuum approximation
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which is greater than the value of the energy for the bound exciton E1   E0
λ̃
� hλ̃λ̃@λ̃. For this

reason, even if we cannot achieve the exact value ẽ1 associated with an eigenvalue, we obtain an

approximate value for the eigenenergy, which is still the minimum as long as this approximated

value is smaller than E0
λ̃
� hλ̃λ̃.

Before we turn to the obtained results, it should be mentioned again that the results are only, as

far as we know, valid for the smallest eigenvalue λ � 1; for all other eigenvalues, the results can

only be used as empirical finding at the time of this work.

Figure 5.18: Calculation of the energies Ẽλpẽλq � xÃλpẽλq|Ĥ2p,reso|Ãλpẽλqy (Eq. (5.85)) de-

pending on the effective matrix structure factor ẽλ in the modified perturbation theory (Eq.

(5.84), γ � 10�6 Ha). Exact result for lithium fluoride in black, as well as the modified per-

turbation series expansion (Eq. (5.84)) depending on the order 50th (green), 100th (blue), 200th

(red), 500th (orange) for a) the first eigenvalue (λ � 1) and b) the third eigenvalue (λ � 3).

Shown as a horizontal dark grey line the exact value of the eigenenergy Eλ and in light grey the

continuum approximation Eλ � E0
λ�hλλ (Eq. (5.65)). It can be seen that, with increasing order,

the energies obtained from the modified perturbation series converge close to the exact eigen-

value. Numerical values are given in Appendix A; calculations were performed on a 3k grid (108

k-points) using a Kohn-Sham band structure, with 6 transition bands for the optical calculation.

For both eigenvalues (Fig. 5.18 a) λ � 1, b) λ � 3), the energies approach the minimum, and as

soon as they pass into the divergent region, they approach a ”saddle point”. The reason for this

behavior is the beginning divergence of the series, which is why it slowly starts to converge towards

the value Ẽλpẽλq Ñ Eλ̃ � hλ̃λ̃. Nevertheless, depending on the order one chooses for the series

expansion (Eq. (5.84)), an accuracy up to 0.07% (5 meV) for the first eigenvalue can be achieved

with 500 iteration steps.
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λ mPT Eλ [eV] min Ẽλ [eV] ∆Eλ in % ∆Eλ [meV]

1 5 12.7515 13.5315 10.23 780

1 10 12.7515 13.1135 5.02 362

1 30 12.7515 12.8045 0.77 53

1 50 12.7515 12.7745 0.34 23

1 100 12.7515 12.7615 0.15 10

1 200 12.7515 12.7613 0.11 8

1 500 12.7515 12.7610 0.07 5

Table 5.2: Lowest excitonic energy of LiF determined using the variational principle and per-

turbation theory.

λ mPT minEλ [eV] min Ẽλ [eV] ∆Eλ in % ∆Eλ [meV]

3 5 12.7606 13.6366 11.32 876

3 10 12.7606 13.2596 6.78 499

3 30 12.7606 12.8316 1.03 71

3 50 12.7606 12.7816 0.31 21

3 100 12.7606 12.7607 0.002 0.1

3 200 12.7606 12.7612 0.09 6

3 500 12.7606 12.7614 0.12 8

Table 5.3: Third excitonic energy of LiF determined using the variational principle and pertur-

bation theory.
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Before we turn to the deviation for the third eigenvalue and want to find out where the reasons

could lie, we will first look at the corresponding eigenvectors.

Figure 5.19: Modified perturbation theory expansion (Eq. (5.84), γ � 10�6 Ha) of the nor-

malized excitonic eigenvector Āλ belonging to the Hamiltonian H2p,reso (Eq. (4.13)) for lithium

fluoride. The expansion is performed in 50th (green), 100th (blue), 200th (red) and 500th (or-

ange) order. Plotting the norm of the normalized eigenvector-components, |Āµλ|2, belonging to

the associated minimum energy min
�
MpẼλpẽλqq

	
for a) the first eigenenergy (λ � 1) and b)

the third eigenenergy (λ � 3), against the diagonal elements E0
µ � hµµ of the Hamiltonian. Ad-

ditionally, the exact result is shown in black. It can be seen that the approximated eigenvectors

follow the structure of the exact one relatively well. Numerical values are given in Appendix A;

calculations were performed on a 3k grid (108 k-points) using a Kohn-Sham band structure and

6 transition bands for the optical calculation.

Like the eigenvalues, we see that the eigenvectors corresponding to the first and third eigenvalues

approximate the exact result relatively well. The approximated eigenvectors reflect the broadened

structure of the exact eigenvector very well, and the deviation between approximated and exact

eigenvectors decreases with increasing order.

The results show that a perturbation-theoretic approximation of the bound eigenvectors is possible

for negligible γ values in LiF. Furthermore, in the case of the first eigenvalue and eigenvector, we

can be sure that the result will converge to the exact value if the spectral radius is less than

one, according to our proof. However, in the case of the third eigenvector, we have to delve

deeper into the variations principle, which tells us what we must fulfill in higher energies (λ ¡ 1).

According to the variations principle, the condition to be valid for higher states (λ ¡ 1) is that

the associated states are constrained by symmetry. This means the higher states are orthogonal to

the other known states during the entire variation. It is obvious that in our case, where we start

the variation from the exact structure of the eigenvectors, that if ẽλ � eλ holds, the corresponding

eigenvector Aλpeλq � Aλ is by definition orthogonal to any other eigenvector (xAλ|Aλ̃y � δλλ̃). At

this point, however, we do not know whether the constructed eigenvectors maintain this behavior

during the entire procedure or whether the orthogonality changes with the variation of ẽλ or during
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the perturbation-theoretical expansion of the eigenvector. It is also possible that one of the two

points is the reason why we observe the following behavior for the third eigenvalue: It first appears

to converge (mPT � 5, 10, 30, . . . ) and then moves away from the minimum (mPT � 200, 500).

However, a more in-depth analysis is no longer part of this work, but our brief discussion should

clarify that although the results seem very promising for the third eigenenergy and eigenvector, we

have to treat them cautiously.

We have thus begun to tackle the last piece of the puzzle in this work, namely the strongly bound

excitons, and have shown that under certain circumstances, it is possible to calculate the eigen-

values as well as the eigenvectors at the same time using a perturbation-theoretic description

combined with the variations principle. The method clearly works very well for the lowest eigen-

value. For higher excitation energies, the variational principle will work if the corresponding states

are constrained by symmetry. It remains to be seen whether this will also hold by definition for

our constructed vectors during the entire procedure or whether one has to introduce orthogonality

constraints. However, this is no longer part of this work.



Chapter 6

Conclusion and Outlook

”What we determine mathematically is

only to a small extent an objective fact,

to a greater extent an overview of

possibilities.”

Werner Heisenberg

6.1 Conclusion

In this work, our objective was to improve the understanding and computation of excitonic ef-

fects in the absorption spectra of materials. Absorption experiments measure a response function

that can be formulated as an expectation value of an inverse operator describing the propagation

of electrons and holes, as well as the electron-hole interaction. Our investigation started with

the fundamental equations and commonly used approximations. In particular, we examined the

Haydock-Lanczos algorithm, a standard tool for absorption spectra calculations (Ch. 5.1.1). De-

spite its numerical benefits, we identified limitations for detailed analyses due to its continued

fraction series representation of the dielectric function. In order to better understand the role of

excitonic effects for absorption spectra and to find powerful approximations, we, therefore, turned

our attention to the Neumann series (Ch. 5.1.2). This allowed us to shed light on the role of

the different contributions from the Hamiltonian for the formation of absorption spectra and to

propose an approach with low numerical scaling. In addition to an explanation of how an absorp-

tion spectrum is systematically constructed from an independent-particle absorption spectrum to a

spectrum with excitonic effects, we were able to show that this approach proved effective, especially

for calculating the dielectric function at finite frequencies.

Expanding on this groundwork, we delved into the fundamental research topic of excitonic eigen-

values and eigenvectors (Ch. 5.2). Using the Gaussian algorithm, we derived three ways to display

the exact eigenvector structures, which are crucial for analytical analysis. Furthermore, our in-

vestigation led to the development of an exact equation for eigenvalues, relying on the diagonal

elements of the Hamiltonian and scaled by a scalar that we called the matrix structure factor. We

found that the matrix structure factors converge extremely fast to the value one in the continuum

124
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of excitations for materials with weak and strong excitonic effects. This observation and further

analysis enabled an accurate approximation of the excitonic eigenvalues by the diagonal elements

of the Hamiltonian, even for relatively sparse Brillouin sampling, making cost-effective calculations

feasible for the continuum of various materials and bound excitons near the optical bandgap (Ch.

5.4).

Inspired by these findings, our understanding of the Neumann series and the different exciton

types, we explored a perturbative approach for calculating eigenvectors in the continuum. In

addition to adapting traditional perturbation theory (Ch. 5.5), we introduced modifications in the

perturbation theory series expansion of the eigenvectors to mitigate divergence, which arises from

the non-well-separated eigenenergies in the continuum. This approach allowed us to determine

approximate eigenvectors for silicon (Ch. 5.6.1). Noteworthy, based on the insight gained in

our exploration, we also proposed an original method to determine the energies of the lowest

bound excitons of lithium fluoride with millielectronvolt accuracy (Ch. 5.6.2), using perturbation

theory. Thus, the modified perturbation series gives access to the corresponding eigenvectors and

absorption spectra with an OpN2q numerical efficiency, where N is the number of independent-

particle transitions used as basis functions for the electron-hole problem.

In summary, our work introduces alternative approaches for calculating spectroscopic quantities,

offering numerical advantages and a deeper understanding of excitonic effects. Furthermore, we

have derived exact equations for eigenvectors and eigenvalues beyond those of the eigenvalue equa-

tion, which may allow one to find new and cost-effective approaches for numerical calculations.

However, we recognize that this study is merely one step forward, acknowledging Isaac Newton’s

wisdom that our knowledge is a drop compared to the vast ocean of the unknown. In the outlook,

we discuss potential paths for future exploration.
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6.2 Outlook

6.2.1 The understanding of bound excitons and the thermodynamic

limit

In this work, we have derived a number of equations that have allowed and will continue to allow

a deep insight into excitonic effects. One question that will be very important for further approxi-

mation is how the thermodynamic limit affects the eigenvalues and eigenvectors. In particular, this

requires a deeper understanding of the differences between bound and continuum excitons and, to

be even more precise, between strongly bound excitons and the continuum. At the time of this

work, we did not yet know how the weakly bound excitons behave, i.e., those excitons that are

bound but whose energy is very close to the optical band edge.

One approach for the further study of these excitons could be a simple two or four-band Wannier-

Mott model [97,98] with which we can perform various analyses. For example, how the non-constant

part of the matrix structure factor behaves depends on the number of k-points and the strength

of the excitonic effects. Furthermore, this model could be useful for investigating weakly bound

excitons and strongly bound excitons.

In addition to this already somewhat more complex model, further simple models would be welcome

with which we could perform analytical calculations and thus understand the thermodynamic limit.

One such model could be a constant interaction matrix that scales with C{Nk.

6.2.2 Haydock-Lanczos for the eigenvector

Since we are interested in the eigenvalues and the eigenvectors, one of the most critical next steps

is to use a more efficient algorithm than the Neumann algorithm for approximating the inversion of

the matrix. In particular, an algorithm that is less dependent on broadening since this dependency

leads to limitations.

We already know one possible algorithm, the Haydock-Lanczos algorithm (Ch. 5.1). Since the

algorithm represents a continued fraction series, it is not limited by divergence and, therefore, not

by a particular broadening factor, as is the Neumann algorithm. In the case of the Haydock-Lanczos

algorithm, increasing broadening follows in more iteration steps necessary to achieve convergence.

So, instead of using the Neumann algorithm to approximate the matrix inversion, we can also use

the Haydock-Lanczos algorithm:

ppEλ � iγq � Ĥq�1 |h̃λy �
¸
n

cnpEλq |fny �
mHay¸
n

cnpEλq |fny , |f0y � |h̃λy {||h̃λ||.

This equation can now have several advantages, firstly that it converges in any case, since the coeffi-

cients are given by cnpEλq � φnpEλqbncn�1pEλq and φnpEλq � rpEλ� iγq�an�b2n�1φn�1pEλqs�1,

representing a contiued fraction. Secondly, it may not be necessary to start for each eigenvector

again with the choice for the starting vector |f0y. It is maybe enough to calculate all components an

and bn once for one eigenvector, corresponding to the index λ̃, and reuse the values for eigenvectors

in an energy range Eλ P rEλ̃ � ∆, Eλ̃ � ∆s. This can be justified if the structure and symmetry

characteristics of the eigenvector prime is determined by the matrix inversion ∆E�1

λ
pγq and not
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by the vector h̃λ multiplied by it. An illustration of this statement can be found in Appendix D

(Fig. 11).

If it could be proven that it is always, or at least for many eigenvectors, possible to start from the

same starting vector, i.e., |f0y � |h̃λ̃y {||h̃λ̃||, where λ̃ is fixed for all or a group of λs, then the

numerical costs for all or a group of eigenvectors would be reduced to OpN2q, since cnpEλq only

depends on an and bn, as shown in section 5.1.1 and therefore has to be constructed once.

Such an approach could eventually lead to a very accurate and efficient algorithm for the eigen-

vectors in the continuum and for weakly bound excitons, which we could only approximate in this

work using the Neumann series.

6.2.3 Machine learning and neuronal networks

An important and hot topic that is also suitable for our purposes is machine learning and neuronal

networks. This technique has become indispensable in physics, especially when large matrices are

involved, like in the case of screening calculations [104], or information is so nested that a simple

physical approximation is no longer possible, like for the functionals in DFT [125, 126]. It is also

used to calculate eigenvalues and eigenvectors [127], as well as to invert matrices [128].

However, a different approach would be helpful for our application because the matrices to be

inverted for the eigenvectors can take on large dimensions and are, therefore, difficult to handle,

even in the case of machine learning.

For our purposes, we could use the properties of the beta-matrix approach (Eq. (5.32)). The

remarkable thing about the beta-matrix approach is that instead of inverting a complex N � N

matrix for each λ, only the inversion of a diagonal, real-valued matrix, which has only been

empirically proven at this point, can be carried out. Therefore, the costs of the beta-matrix

approach arise from the construction of the matrix and not from the inversion per se.

For this reason, the beta-matrix approach is the ideal starting point for neural networks because a

matrix is nothing more than an image, and we can, therefore, use the complex mapping between

input and target spaces that neural networks provide to determine beta matrices.

For example, it may make sense to feed a neuronal network with ∆Ẽ
�1

λ
as predictors and obtain

the associated beta matrices. A similar procedure to calculate molecule spectra was described

in [129].

Another way in which machine learning can help us is to determine eigenenergies. Since, with equa-

tion (5.40), Eλ � eλ
�
E0
λ � hλλ

�
, we have an exact equation for the eigenvalues, which depends

on two parameters, firstly the diagonal elements of the Hamiltonian and secondly on a scalar eλ,

which has to be determined for each λ. We know that eλ converges to one in the continuum.

However, for strongly bound excitons, eλ is different from one because the matrix structure re-

quires off-diagonal elements to be considered. Since the structure and strength of the Hamiltonian

determines the eigenvalues, it can make sense to use machine learning to obtain the factors eλ

directly with the predictor Hamiltonian for the first view eigenvalues, similar to what was done

in [130] for bandgaps.
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6.2.4 Exciton-exciton-transition

In the following, we will look at possible applications of the developed approach rather than how

it can be further improved.

An important application topic is exciton-exciton transitions since it is currently blossoming be-

cause ultrafast optics and improved measurement setups also make it possible to carry out exci-

tations between excitonic states [4, 5, 131]. From a theoretical point of view, however, this field

is rather complex to enter because it generally opens the field of non-equilibrium physics, which

requires an exact dynamic description and is, therefore, very costly in numerical terms [17].

The numerical costs are particularly problematic as the scientific community has focused on ma-

terials with a Rydberg series of strongly bound excitons. The problem, from an ab inito point

of view, is that such materials require an extremely dense k-lattice (Nk ¡ 105) to achieve con-

vergence [20, 24, 25]. This, in turn, leads to the fact that the associated matrix becomes large

(N � NcNvNk � NcNv � 105 [20]) and thus, a calculation of the eigenvectors and eigenvalues is

costly or impossible. The dynamic calculation is even more problematic.

At least for the dilemma of dynamic effects, there is a way out. If quasi-static excitonic states

are assumed, it is possible to write down an equation for the exciton-exciton transitions based on

linear-response [17]

χλ
1
q

µαµβ
pωq � 2

V

¸
λ

µα
λ1λ
pqqµβ

λλ1
pqq

Eλpqq � Eλ1 pqq � Ω
,

which, however, requires the static eigenvectors Aλ and eigenenergies Eλ as input [17]

µλλ1pqq �
¸

v,c,c1,k

pAcvkλq q�Ac
1vk
λ1q rcc1k �

¸
c,vv1,k

pAcvkλq q�Acv
1k

λ1q rv1vk�q �
¸
vck

pAcvkλq q�Acvkλ1q
¸
nPocc

rnnk,

with rnmk � xnk|r̂|mky , n � m defines the interband dipol-matrix element and rnnk � xnk|r̂|nky
the intraband dipol-matrix element. Thus, only the dynamic transition problem, not the diag-

onalization problem, can be bypassed. For these purposes, our newly developed approach could

be an ideal tool for this field of application because it is not the exact information needed but a

summarized form of information. Thus, a sufficiently good approximation of the eigenvectors and

eigenvalues can lead to very good results, especially with low numerical costs (OpN2q).

6.2.5 Time-dependent Bethe-Salpeter equation and beyond Tamm-Dancoff

approximation

As we have seen in this work (Ch. 4.5.4) but have neglected throughout, in the non-adiabatic GW

approximation, the BSE can also be transferred to an effective two-particle Hamiltonian, which,

however, is frequency dependent [17]. This means that for each frequency, there is a Hilbert space

of the same size as the static one, and thus, the numerical scaling for solving the problem has

increased by the multiplicative factor Nω. Since our approaches for the eigenvector (Eq. (5.27),

(5.32), (5.39)) can be applied to any diagonalizable matrix, we can also use it in the dynamic case

and thus possibly reduce the numerical costs.

Furthermore, it will be a similar story for the complete matrix (Eq. (4.12)) with coupling terms,

i.e., beyond the TDA. These components are very often neglected because they lead to a reduction
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of the Hamiltonian dimension by a factor of 2. However, as we have already discussed in section

4.5.1, this approximation will lead to problems in the case of very strongly bound excitons and

especially in the case of EELS. For this reason, this case could also become an important point of

application for our approaches.
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Appendix

A. Convergence parameters and material information

This part of the appendix contains the convergence parameters of the materials for ground state

calculations in KS-DFT (Kohn-Sham bandstructure) and BSE calculations, as well as the used

pseudopotentials and the scissor operators.

Nomenclature

acell: length scales by which dimensionless primitive translations vectors are to be multiplied

Ecut: kinetic energy cutoff which controls the number of plane waves at a given k point

Ecut,eps: determines the cutoff energy of the plane wave set used to represent the independent-

particle susceptibility

Ecut,wfn: determines the cutoff energy of the plane wave set used to represent the wavefunc-

tions in the formula that generates the independent-particle susceptibility

matsh: number of shells of G-vectors for the ε-matrix

wfnsh: number of shells of plane waves to describe the wavefunctions

Nbands: number of the last band (highest energy) to be included in the calculation

lomo: number of the first band (lowest energy) to be included in the calculation

Convergence criteria

Ecut was converged to a total energy difference of smaller than 10�5 Ha.

All parameters responsible for absorption spectra were systematically converged to the visible

absorption spectrum until no direct change in the spectrum was observable. Each parameter was

tested twice and in combination with the other parameters. After convergence was achieved, all

parameters were tested again.

For the k-grid, a shifted grid was used in all cases to achieve faster convergence; the chosen shift

is (0.11, 0.21, 0.31).

Germanium

Pseudopotential: non-relativistic LDA [132]

130
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Scissor: 0.7 eV [133]

Groundstate-calculation

acell[Bohr] Ecut [Ha] Ecut,eps [Ha] Ecut,wfn [Ha] Nband

10.656 [134] 40 7 21 50

EXC-Calculation

matsh wfnsh Nbands lomo Broadening [Ha]

14 32 18 12 3.67 � 10�3

Silicon

Pseudopotential: non-relativistic PBE [132]

Scissor: 0.68 eV (comparison between experiment [40] and calculation)

Groundstate-calculation

acell[Bohr] Ecut [Ha] Ecut,eps [Ha] Ecut,wfn [Ha] Nband

10.217 [134] 30 5 16 50

EXC-Calculation

matsh wfnsh Nbands lomo Broadening [Ha]

20 27 18 2 3.67 � 10�3

DP-Calculation (EELS)

matsh wfnsh Nbands lomo Broadening [Ha]

25 35 52 1 3.67 � 10�3

Zinc Sulphide

Pseudopotential: non-relativistic PBE [132]

Scissor: 0.97 eV [135] (comparison between G0W0 and groundstate calculation)

Groundstate-calculation

acell[Bohr] Ecut [Ha] Ecut,eps [Ha] Ecut,wfn [Ha] Nband

10.29 [136] 40 6 18 120

EXC-Calculation

matsh wfnsh Nbands lomo Broadening [Ha]

12 32 24 4 3.67 � 10�3

Lithium Fluoride

Pseudopotential: non-relativistic LDA [132]

Scissor: 5.9 eV (comparison between experiment [41] and calculation)

Groundstate-calculation

acell[Bohr] Ecut [Ha] Ecut,eps [Ha] Ecut,wfn [Ha] Nband

7.583 [134] 50 19 34 90

EXC-Calculation

matsh wfnsh Nbands lomo Broadening [Ha]

26 32 24 2 3.67 � 10�3



132 Chapter 7: Appendix

B. Convergence silicon and lithium fluoride

The convergence shown refers to the absorption spectrum of lithium fluoride and silicon, which are

the main materials in this work. Since the spectrum hardly changes noticeably for nearly converged

parameters, only zoom-in on the optical band edge for silicon and the strongly bound exciton for

lithium fluoride are shown. The only exceptions are the lomo parameter and the k-grid.

The convergence was made as follows: Ecut of the ground state calculation was converged until a

deviation smaller than 10�5 Ha can be guaranteed for the total energy. Then, the grid was set to

4k (256 k-points) so that a clear absorption spectrum was visible. Subsequently, the parameters

of the screening Ecut,eps, Ecut,wfn and Nband were converged until there was no noticeable change

in the spectrum. The parameters were then tested alternately so that no further change occurred.

Then the parameters, matsh, wfnsh, Nbands and lomo, were converged in EXC for the spectrum

and checked mutually.

After all parameters had converged, the k-grid was converged for the spectrum until no noticeable

change could be found.

Figure 1: Convergence in terms of the number of bands in the screening calculation. Shown for

a) silicon and b) lithium fluoride. Convergence is achieved for silicon at 50 bands and lithium

fluoride at 90 bands. The calculations were carried out on a 4k grid (256 k-points) using a Kohn-

Sham band structure.
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Figure 2: Convergence in terms of the cut-off energy of the planewave set used to represent the

independent-particle susceptibility in the screening. Shown for a) silicon and b) lithium fluoride.

Convergence is achieved for silicon at Ecut,eps � 5 Ha and lithium fluoride at Ecut,eps � 19 Ha.

The calculations were carried out on a 4k grid (256 k-points) using a Kohn-Sham band struc-

ture.

Figure 3: Convergence in terms of the cut-off energy of the planewave set used to represent

the wavefunctions in the formula that generates the independent-particle susceptibility. Shown

for a) silicon and b) lithium fluoride. Convergence is achieved for silicon at Ecut,wfn � 16 Ha

and lithium fluoride at Ecut,wfn � 34 Ha. The calculations were carried out on a 4k grid (256

k-points) using a Kohn-Sham band structure.
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Figure 4: Convergence in terms of the number of shells of G-vectors for the ε-matrix. Shown

for a) silicon and b) lithium fluoride. Convergence is achieved for silicon at matsh = 20 and

lithium fluoride at matsh = 26. The calculations were carried out on a 4k grid (256 k-points)

using a Kohn-Sham band structure.

Figure 5: Convergence in terms of the number of shells of plane waves to describe the wave-

functions. Shown for a) silicon and b) lithium fluoride. Convergence is achieved for silicon at

wfnsh = 27 and lithium fluoride at wfnsh = 32. The calculations were carried out on a 4k grid

(256 k-points) using a Kohn-Sham band structure.
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Figure 6: Convergence in terms of the number of transition bands. Shown for a) silicon and

b) lithium fluoride. Convergence is achieved for silicon at Nbands � 18 and lithium fluoride at

Nbands � 24 . The calculations were carried out on a 4k grid (256 k-points) using a Kohn-Sham

band structure.

Figure 7: Convergence in terms of the number of the first band included in the calculation.

Shown for a) silicon and b) lithium fluoride. Convergence is achieved for silicon at lomo = 2 and

lithium fluoride at lomo = 2. The calculations were carried out on a 4k grid (256 k-points) using

a Kohn-Sham band structure.
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Figure 8: Convergence in terms of the k-grid density. Shown for a) silicon and b) lithium flu-

oride. Convergence is achieved for silicon at 8k and lithium fluoride at 8k using a Kohn-Sham

band structure. The calculations were done with full converged parameters Appendix A for sili-

con and with 6 transition bands for lithium fluoride.

C. Low band calculation silicon and lithium fluoride

The following shows the difference between the fully converged spectrum for silicon and lithium

fluoride with 22 transition bands (Nbands-lomo) and 6 transition bands calculated on an 8k grid

(2048 k-points) using a Kohn-Sham band structure.

Figure 9: Comparison of the absorption spectrum Impεpωqq for a) silicon and b) lithium flu-

oride. Shown 22 transition bands (Nbands-lomo) (black) and 6 transition bands (red). The re-

sults show that a very accurate absorption spectrum (red) can be generated for silicon by ne-

glecting the bands. In the case of lithium fluoride, it is less accurate but sufficiently good. Cal-

culations were performed with full converged parameters on an 8k grid (2048 k-points) using a

Kohn-Sham band structure.
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D. Unshown results

This part of the appendix shows results which are not directly relevant to this work but which

emphasize the results in an appropriate place.

Figure 10: Comparison of the absorption spectrum Impεpωqq for the full eigenvector structure

Aλ � 1λ � ∆E�1

λ
pγq

�
1�H∆E�1

λ
pγq
	�1

h̃λ (black) and the eigenvector without the delta-

contribution Aλ � ∆E�1

λ
pγq

�
1�H∆E�1

λ
pγq
	�1

h̃λ (red). Results show that it is essential to

consider the delta structure in the eigenvectors. Numerical values are given in Appendix A; cal-

culations were performed on a 3k grid (108 k-points) using a Kohn-Sham band structure, with 6

transition bands.



138 Chapter 7: Appendix

To illustrate the statement: This can be justified if the structure of the eigenvector prime is

determined by the matrix inversion and not by the vector that is multiplied by it.

We show a zoom in in (Fig. 5.18), which shows for the exact diagonalization (black) three minima

at different places for ẽλ.

Figure 11: Calculation of the energies Ẽλ � xÃλpẽλq|Ĥ2p,reso|Ãλpẽλqy depending on the ef-

fective matrix structure factor ẽλ . Exact result for lithium fluoride in black, as well as modified

perturbation theory expansion of the exact eigenvector (Eq. (5.83)) depending on the order 50

(green), 100 (blue), 200 (red), 500 (orange) for a) the first eigenvalue (λ � 1) and b) zoom-in of

a). Shown as a horizontal dark grey line the exact value of the eigenenergy Eλ and in light grey

the continuum approximation Eλ � E0
λ � hλλ (Eq. (5.65)). In the zoom-in, it can be seen that

for the exact eigenvector three minima form instead of just one. Numerical values are given in

Appendix A; calculations were performed on a 3k grid (108 k-points) using a Kohn-Sham band

structure, with 6 transition bands.

As shown in the table below the value for eλ of the minima corresponds precisely to the eλ that

would be necessary to obtain the first three eigenvalues from the multiplication of the diagonal

element of the matrix E0
λ�hλλ, belonging to the first eigenvalue (λ � 1), and the obtained minima

ẽmin
λ�1,λ̃

, λ̃ P t1, 2, 3u.

Eλ [Ha] ẽmin
λ�1,λ̃

ẽmin
λ�1,λ̃

� pE0
1 � h1,1q [Ha] ∆Eλ [meV]

λ, λ̃ � 1 0.251791 0.866793 0.251792 0.027211

λ, λ̃ � 2 0.251967 0.867387 0.251965 0.054422

λ, λ̃ � 3 0.252121 0.867931 0.252123 0.054422

We can see in the table that the difference ∆Eλ between the exact Eλ and approximated value

ẽmin
λ�1,λ̃

� pE0
1 � h1,1q is in the order of 10�2 meV. The reason why we have three minima instead

of just one, as we would expect, is unclear at this stage and needs to be studied in more detail.

However, it is already an indication that the exact structure of the vector h̃λ plays a subordinate

role.
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E. Gaussian algorithm

Since the goal is to transform a linear system of equations into a triangular form so that the system

of equations can be solved from bottom to top, rows must be subtracted from each other. In an

algorithm the following subtraction from top to bottom are performed: pRj�paj,i{ai,iqqRiq, where

Rj represents the j-th row and aj,i is the element of the j-th row and i-th column. Then, a double

loop is performed over i : 1 Ñ n � 1 and j : i � 1 Ñ n to transform the matrix into a triangular

shape.

The procedure of the algorithm is shown in a flowchart in figure 12. For the flowchart we assume

that the matrix is not singular and therefore the gaussian algorithm is applicable.

Figure 12: Flowchart Gaussian algorithm.
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F. Heatmap of the resonant part of the two-particle Hamil-

tonian for silicon and lithium fluoride

To give an idea of the structure of the Hamiltonian, which is hermitian, we plot the matrix as a

|H2p,reso|2-heat map for Si and LiF in the following.

Figure 13: Heatmap of the norm for the Hamiltonian-components, |H2p,reso
µµ1 |2 (Eq. (4.13)), for

the rows µ and columns µ1. Results shown for silicon a/c) and lithium flouride b/d), scaled by

103. Heatmaps show that first, the elements in lithium fluoride are significantly stronger, up

to a factor of 2.38 for the diagonals a/b) and up to a factor of 6.86 for the off-diagonals c/d).

Second, the general structure of the matrices is very similar. Numerical values are given in Ap-

pendix A; calculations were performed on a 3k grid (108 k-points) using a Kohn-Sham band

structure, with 6 transition bands for silicon and lithium fluoride.
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G. Broadening dependent G-matrix perturbation theory vs.

Brillouin-Wigner perturbation theory

Our starting equation for developing a working perturbation series for the eigenvectors will be

equation (5.39):

Aλ � 1λ � lim
γÑ0

�pEλ � iγq1�H
��1

H̃λ � 1λ � lim
γÑ0

∆E�1

λ
pγq

�
1� h̃∆E�1

λ
pγq
	�1

H̃λ, (1)

with H̃λ � H1λ �Eλ1λ. We want to modify our starting equation before expanding the equation

into a perturbation series. The change will be that we replace Eλ by E0
λ � hλλ inside the vector

H̃λ. The same would automatically happen when we replace the eigenvalues with the continuum

approximation, which we will do for practical applications. Under this assumption, our eigenvector

equation becomes:

Aλ � 1λ � lim
γÑ0

∆E�1

λ
pγq

�
1� h̃∆E�1

λ
pγq
	�1

h̃λ, (2)

To understand the effects of this modification, we will look at the bound excitonic states for Si

and LiF, as the approximation would have the greatest impact on these states since the continuum

approximation for these states deviates furthest from the associated energies.

Figure 14: Normalized eigenvector Āλ, belonging to the smallest eigenvalue Eλ, in the G-

matrix approach (Eq. (5.39), γ � 10�6 Ha) with the assumption H̃λ � h̃λ (orange) compared to

the exact diagonalization eigenvector (black). Plotting the norm of the normalized eigenvector-

components, |Āµλ|2, against the diagonal elements E0
µ � hµµ of the Hamiltonian H2p,reso (Eq.

(4.13)) for a) silicon and b) lithium fluoride. It turns out that the assumption H̃λ � h̃λ leads to

minor deviations (order of 0.0001-0.0008 %). Numerical values given in Appendix A calculations

were performed on a 3k grid (108 k-points) using a Kohn-Sham band structure, with 6 transition

bands for the optical calculation.

As figure 14 shows the approximation H̃λ � h̃λ does not lead to any optically visible devia-

tion of the approximated eigenvector (orange) compared to the one obtained from diagonalization

(black). Looking at the most significant deviation between the eigenvector obtained from the diag-

onalization of the Hamiltonian H2p,reso and the eigenvector from the G-matrix approach with the
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approximation H̃λ � h̃λ, we obtain 0.0001 % for Si and 0.0008 % for LiF. Thus, without fear of

making a large mistake, we can assume that we can calculate the eigenvector using equation (3).

After the first modification, the next step is to express the matrix inversion inside the eigenvector

(Eq. (3)) through the Neumann series, as we did for the Brillouin-Wigner perturbation theory

(Eq. (5.79)) so that we get in matrix-vector representation the general formular:

Aλ � 1λ �∆E�1

λ
pγq

mPŢ

k�0

�
h̃∆E�1

λ
pγq
	k
h̃λ, (3)

or in component representation up to the first order in the series expansion

Aµλ � δµλ � 1

pEλ � iγq � pE0
µ � hµµq h̃µλ

� 1

pEλ � iγq � pE0
µ � hµµq

¸
µ1

1

pEλ � iγq � pE0
µ1 � hµ1µ1q h̃µµ

1 h̃µ1λ � . . . .
(4)

with the convergence condition Sr

�
h̃∆E�1

λ
pγq
	
  1. The broadening parameter is only one

crucial difference to the Brillouin-Wigner perturbation theory (Eq. (5.79)), much more severe

is the difference that we include the element µ � λ, which does not usually occur in the series

expansion. However, the difference between the two series stems from the fact that we postulated

the G-matrix approach. Nevertheless, as shown in figure 15 there would be no visible difference

between introducing the broadening into the Brillouin-Wigner perturbation series or using the

perturbation series from equation (Eq. (4)).

Figure 15: Modified perturbation theory (γ � 3 � 10�3) from the G-matrix approach (G, Eq.

(3)) and the Brillouin-Wigner approach (BW, Eq. (5.83)) for the excitonic eigenvectors Āλ be-

longing to the eigenvalues Eλ � E0
λ � hλλ (Eq. (5.65)) in the continuum eigenvalue approxi-

mation for silicon. Shown is a) the absorption spectrum Impεpωqq obtained from the modified

perturbation series b) the norm of the normalized eigenvector-components, |Āµλ|2, against the di-

agonal elements E0
µ � hµµ of the Hamiltonian H2p,reso (Eq. (4.13)). The results show that there

is no optically visible difference, neither for individual eigenvectors (b)) nor for the absorption

spectrum obtained (a)). Numerical values are given in Appendix A; calculations were performed

on a 3k grid (108 k-points) using a Kohn-Sham band structure, with 6 transition bands for the

optical calculation and a Lorentzian broadening of 3.67 � 10�3 Ha.
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